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Preface

Ordinary differential equations serve as mathematical models for many
exciting “real-world” problems, not only in science and technology, but also
in such diverse fields as economics, psychology, defense, and demography.
Rapid growth in the theory of differential equations and in its applications
to almost every branch of knowledge has resulted in a continued interest in
its study by students in many disciplines. This has given ordinary differen-
tial equations a distinct place in mathematics curricula all over the world
and it is now being taught at various levels in almost every institution of
higher learning.

Hundreds of books on ordinary differential equations are available. How-
ever, the majority of these are elementary texts which provide a battery of
techniques for finding explicit solutions. The size of some of these books has
grown dramatically—to the extent that students are often lost in deciding
where to start. This is all due to the addition of repetitive examples and ex-
ercises, and colorful pictures. The advanced books are either on specialized
topics or are encyclopedic in character. In fact, there are hardly any rigor-
ous and perspicuous introductory texts available which can be used directly
in class for students of applied sciences. Thus, in an effort to bring the sub-
ject to a wide audience we provide a compact, but thorough, introduction
to the subject in An Introduction to Ordinary Differential Equations. This
book is intended for readers who have had a course in calculus, and hence it
can be used for a senior undergraduate course. It should also be suitable for
a beginning graduate course, because in undergraduate courses, students
do not have any exposure to various intricate concepts, perhaps due to an
inadequate level of mathematical sophistication.

The subject matter has been organized in the form of theorems and
their proofs, and the presentation is rather unconventional. It comprises 42
class-tested lectures which the first author has given to mostly math-major
students at various institutions all over the globe over a period of almost 35
years. These lectures provide flexibility in the choice of material for a one-
semester course. It is our belief that the content in each lecture, together
with the problems therein, provides fairly adequate coverage of the topic
under study.

A brief description of the topics covered in this book is as follows:
Introductory Lecture 1 explains basic terms and notations that are used
throughout the book. Lecture 2 contains a concise account of the historical
development of the subject. Lecture 3 deals with exact differential equa-
tions, while first-order equations are studied in Lectures 4 and 5. Lecture 6
discusses second-order linear differential equations; variation of parameters
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is used here to find solutions to nonhomogeneous equations. Lectures 3—6
form the core of any course on differential equations.

Many very simple differential equations cannot be solved as finite com-
binations of elementary functions. It is, therefore, of prime importance to
know whether a given differential equation has a solution. This aspect of
the existence of solutions for first-order initial value problems is dealt with
in Lectures 8 and 9. Once the existence of solutions has been established, it
is natural to provide conditions under which a given problem has precisely
one solution; this is the content of Lecture 10. In an attempt to make the
presentation self-contained, the required mathematical preliminaries have
been included in Lecture 7. Differential inequalities, which are important
in the study of qualitative as well as quantitative properties of solutions,
are discussed in Lecture 11. Continuity and differentiability of solutions
with respect to initial conditions are examined in Lecture 12.

Preliminary results from algebra and analysis required for the study of
differential systems are contained in Lectures 13 and 14. Lectures 15 and
16 extend existence—uniqueness results and examine continuous dependence
on initial data for the systems of first-order initial value problems. Basic
properties of solutions of linear differential systems are given in Lecture 17.
Lecture 18 deals with the fundamental matrix solution, and some methods
for its computation in the constant-coefficient case are discussed in Lecture
19. These computational algorithms do not use the Jordan form and can
easily be mastered by students. In Lecture 20 necessary and sufficient
conditions are provided so that a linear system has only periodic solutions.
Lectures 21 and 22 contain restrictions on the known quantities so that
solutions of a linear system remain bounded or ultimately approach zero.
Lectures 23-29 are devoted to a self-contained introductory stability theory
for autonomous and nonautonomous systems. Here two-dimensional linear
systems form the basis for the phase plane analysis. In addition to the
study of periodic solutions and limit cycles, the direct method of Lyapunov
is developed and illustrated.

Higher-order exact and adjoint equations are introduced in Lecture 30,
and the oscillatory behavior of solutions of second-order equations is fea-
tured in Lecture 31.

The last major topic covered in this book is that of boundary value prob-
lems involving second-order differential equations. After linear boundary
value problems are introduced in Lecture 32, Green’s function and its con-
struction is discussed in Lecture 33. Lecture 34 describes conditions that
guarantee the existence of solutions of degenerate boundary value prob-
lems. The concept of the generalized Green’s function is also featured
here. Lecture 35 presents some maximum principles for second-order lin-
ear differential inequalities and illustrates their importance in initial and
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boundary value problems. Lectures 36 and 37 are devoted to the study
of Sturm-Liouville problems, while eigenfunction expansion is the subject
of Lectures 38 and 39. A detailed discussion of nonlinear boundary value
problems is contained in Lectures 40 and 41.

Finally, Lecture 42 addresses some topics for further study which extend
the material of this text and are of current research interest.

Two types of problems are included in the book—those which illustrate
the general theory, and others designed to fill out text material. The prob-
lems form an integral part of the book, and every reader is urged to attempt
most, if not all of them. For the convenience of the reader we have pro-
vided answers or hints for all the problems, except those few marked with
an asterisk.

In writing a book of this nature no originality can be claimed. Our goal
has been made to present the subject as simply, clearly, and accurately as
possible. Illustrative examples are usually very simple and are aimed at the
average student.

It is earnestly hoped that An Introduction to Ordinary Differential
Equations will provide an inquisitive reader with a starting point in this
rich, vast, and ever-expanding field of knowledge.

We would like to express our appreciation to Professors M. Bohner,
A. Cabada, M. Cecchi, J. Diblik, L. Erbe, J. Henderson, Wan-Tong Li,
Xianyi Li, M. Migda, Ch. G. Philos, S. Stanek, C. C. Tisdell, and P. J. Y.
Wong for their suggestions and criticisms. We also want to thank Ms.
Vaishali Damle at Springer New York for her support and cooperation.

Ravi P. Agarwal
Donal O’Regan
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Lecture 1

Introduction

An ordinary differential equation (ordinary DE hereafter) is a relation
containing one real independent variable z € R = (—00,00), the real de-
pendent variable y, and some of its derivatives y/,y",...,y") (‘= d/dz).
For example,

zy + 3y = 62° (
y?—dy =0 (
22y’ —3zy' +3y = 0 (
2$2y// _y/2 _— (

The order of an ordinary DE is defined to be the order of the highest
derivative in the equation. Thus, equations (1.1) and (1.2) are first order,
whereas (1.3) and (1.4) are second order.

Besides ordinary DEs, if the relation has more than one independent
variable, then it is called a partial DE. In these lectures we shall discuss
only ordinary DEs, and so the word ordinary will be dropped.

In general, an nth-order DE can be written as

F(x7y7y/>y”7'“7y(n)) = 07 (15)
where F' is a known function.

A functional relation between the dependent variable y and the inde-
pendent variable x, that, in some interval J, satisfies the given DE is said
to be a solution of the equation. A solution may be defined in either of
the following intervals: (o, 8), [, 8), (o, ], [, F], (@, ), [a, ), (—o0,
B), (—o0,0], (—o00,00), where a, 8 € R and a < f. For example, the
function y(z) = 7e* + 22 + 22 + 2 is a solution of the DE ¢/ = y — 22
in J = IR. Similarly, the function y(x) = x tan(x + 3) is a solution of the
DE oy =22 +y*+yin J = (—7/2 — 3,7/2 — 3). The general solution of
an nth-order DE depends on n arbitrary constants; i.e., the solution y de-
pends on z and the real constants ¢y, cs,...,c,. For example, the function
y(x) = 22 + ce® is the general solution of the DE ¢/ = y— 22 +2z in J = R.
Similarly, y(x) = 23 + ¢/23, y(z) = 2% + cx + ? /4, y(x) = c12 + co2® and
y(z) = (2z/c1) — (2/c2)In(1 +cy1) + co are the general solutions of the DEs
(1.1)—(1.4), respectively. Obviously, the general solution of (1.1) is defined
in any interval which does not include the point 0, whereas the general

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 1
doi: 10.1007/978-0-387-71276-5_1, © Springer Science + Business Media, LLC 2008



2 Lecture 1

solutions of (1.2) and (1.3) are defined in J = IR. The general solution of
(1.4) imposes a restriction on the constant ¢; as well as on the variable .
In fact, it is defined if ¢; # 0 and 1+ ¢y > 0.

The function y(z) = 2® is a particular solution of the equation (1.1),

and it can be obtained easily by taking the particular value of ¢ as 0 in
the general solution. Similarly, if ¢ = 0 and ¢; = 0, ¢ = 1 in the general
solutions of (1.2) and (1.3), then 22 and a3, respectively, are the particular
solutions of the equations (1.2) and (1.3). It is interesting to note that
y(z) = x? is a solution of the DE (1.4); however, it is not included in the
general solution of (1.4). This “extra” solution, which cannot be obtained
by assigning particular values of the constants, is called a singular solution
of (1.4). As an another example, for the DE 3?2 — 2y’ + y = 0 the general
solution is y(x) = cx — ¢?, which represents a family of straight lines, and
y(x) = x2/4 is a singular solution which represents a parabola. Thus, in
the “general solution,” the word general must not be taken in the sense of
complete. A totality of all solutions of a DE is called a complete solution.

A DE of the first order may be written as F(x,y,y’) = 0. The function
y = ¢(x) is called an explicit solution provided F(z, #(x), ¢’ (x)) =0 in J.

A relation of the form ¢ (x,y) = 0 is said to be an implicit solution of
F(z,y,y’) = 0 provided it determines one or more functions y = ¢(z) which
satisfy F(x, ¢(x), ¢’ (z)) = 0. It is frequently difficult, if not impossible, to
solve ¥ (x,y) = 0 for y. Nevertheless, we can test the solution by obtaining
y' by implicit differentiation: ¢, + ¢,y =0, or ¢’ = —1), /1, and check if
F(l‘,y7 _wI//wy) =0.

The pair of equations z = z(t), y

= y(¢) is said to be a parametric
solution of F(x,y,y’) =0 when F(x(t),y(t),

(dy/dt)/(dx/dt)) = 0.

Consider the equation y"”* — 2y'y"" + 3y”" = 0. This is a third-order
DE and we say that this is of degree 2, whereas the second-order DE zy" +
2y’ + 3y — 6e® = 0 is of degree 1. In general, if a DE has the form of an
algebraic equation of degree k in the highest derivative, then we say that
the given DE is of degree k.

We shall always assume that the DE (1.5) can be solved explicitly for
y™ in terms of the remaining (n + 1) quantities as

y" = fay sy, (1.6)

where f is a known function. This will at least avoid having equation (1.5)

represent more than one equation of the form (1.6); e.g., v’ % — 4y represents
two DEs, ' = £2,/y.

Differential equations are classified into two groups: linear and nonlin-
ear. A DE is said to be linear if it is linear in y and all its derivatives.
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Thus, an nth-order linear DE has the form

Puly] = po(@)y™ +pi(@)y" D+ A+ pa(a)y = (). (1.7)

Obviously, DEs (1.1) and (1.3) are linear, whereas (1.2) and (1.4) are non-
linear. It may be remarked that every linear equation is of degree 1, but
every equation of degree 1 is not necessarily linear. In (1.7) if the function
r(x) = 0, then it is called a homogeneous DE, otherwise it is said to be a
nonhomogeneous DE.

In applications we are usually interested in a solution of the DE (1.6)
satisfying some additional requirements called initial or boundary condi-
tions. By initial conditions for (1.6) we mean n conditions of the form

y(fvo) = Yo, y/(ifo) = yl?"'ay(n_l)(xO) = Yn-1, (1-8)

where yg,...,Yn_1 and xg are given constants. A problem consisting of the
DE (1.6) together with the initial conditions (1.8) is called an initial value
problem. Tt is common to seek a solution y(x) of the initial value problem
(1.6), (1.8) in an interval J which contains the point .

Consider the first-order DE zy’ — 3y + 3 = 0: it is disconcerting to
notice that it has no solution satisfying the initial condition y(0) = 0;
just one solution y(x) = 1 satisfying y(1) = 1; and an infinite number of
solutions y(z) = 1 + ca® satisfying y(0) = 1. Such diverse behavior leads
to the essential question about the existence of solutions. If we deal with
a DE which can be solved in a closed form (in terms of permutation and
combination of known functions z™, e®, sinz), then the answer to the
question of existence of solutions is immediate. However, unfortunately
the class of solvable DEs is very small, and today we often come across
DEs so complicated that they can only be solved, if at all, with the aid
of a computer. Any attempt to solve a DE with no solution is surely a
futile exercise, and the data so produced will not only be meaningless, but
actually chaotic. Therefore, in the theory of DEs, the first basic problem
is to provide sufficient conditions so that a given initial value problem has
at least one solution. For this, we shall give several easily verifiable sets of
sufficient conditions so that the first-order DE

y = flz,y) (1.9)
together with the initial condition
y(xo) = Yo (1.10)

has at least one solution. Fortunately, these results can be extended to
the systems of such initial value problems which in particular include the
problem (1.6), (1.8).
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Once the existence of a solution of the initial value problem (1.9), (1.10)
has been established it is natural to ask, “Does the problem have just one
solution?” From an applications point of view the uniqueness of a solution
is as important as the existence of the solution itself. Thus, we shall provide
several results which guarantee the uniqueness of solutions of the problem
(1.9), (1.10), and extend them to systems of such initial value problems.

Of course, the existence of a unique solution of (1.9), (1.10) is a quali-
tative property and does not suggest the procedure for the construction of
the solution. Unfortunately, we shall not be dealing with this aspect of DEs
in these lectures. However, we will discuss elementary theory of differen-
tial inequalities, which provides upper and lower bounds for the unknown
solutions and guarantees the existence of maximal and minimal solutions.

There is another important property that experience suggests as a re-
quirement for mathematical formulation of a physical situation to be met.
As a matter of fact, any experiment cannot be repeated exactly in the same
way. But if the initial conditions in an experiment are almost exactly the
same, the outcome is expected to be almost the same. It is, therefore, de-
sirable that the solution of a given mathematical model should have this
property. In technical terms it amounts to saying that the solution of a DE
ought to depend continuously on the initial data. We shall provide sufficient
conditions so that the solutions of (1.9) depend continuously on the initial
conditions. The generalization of these results to systems of DEs is also
straightforward.

For the linear first-order differential systems which include the DE (1.7)
as a special case, linear algebra allows one to describe the structure of
the family of all solutions. We shall devote several lectures to examining
this important qualitative aspect of solutions. Our discussion especially in-
cludes the periodicity of solutions, i.e., the graph of a solution repeats itself
in successive intervals of a fixed length. Various results in these lectures
provide a background for treating nonlinear first-order differential systems
in subsequent lectures.

In many problems and applications we are interested in the behavior
of the solutions of the differential systems as x approaches infinity. This
ultimate behavior is termed the asymptotic behavior of the solutions. Specif-
ically, we shall provide sufficient conditions for the known quantities in a
given differential system so that all its solutions remain bounded or tend
to zero as * — o0o. The asymptotic behavior of the solutions of perturbed
differential systems is also featured in detail.

The property of continuous dependence on the initial conditions of so-
lutions of differential systems implies that a small change in the initial
conditions brings only small changes in the solutions in a finite interval
[0, o + «]. Satisfaction of such a property for all z > xy leads us to the
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notion of stability in the sense of Lyapunov. This aspect of the qualitative
theory of DEs is introduced and examined in several lectures. In partic-
ular, here we give an elementary treatment of two-dimensional differential
systems which includes the phase portrait analysis and discuss in detail Lya-
punov’s direct method for autonomous as well as nonautonomous systems.

A solution y(x) of a given DE is said to be oscillatory if it has no last
zero; i.e., if y(x1) = 0, then there exists an o > 2 such that y(z2) = 0, and
the equation itself is called oscillatory if every solution is oscillatory. The
oscillatory property of solutions of differential equations is an important
qualitative aspect which has wide applications. We shall provide sufficiency
criteria for oscillation of all solutions of second-order linear DEs and show
how easily these results can be applied in practice.

We observe that the initial conditions (1.8) are prescribed at the same
point xg, but in many problems of practical interest, these n conditions are
prescribed at two (or more) distinct points of the interval J. These condi-
tions are called boundary conditions, and a problem consisting of DE (1.6)
together with n boundary conditions is called a boundary value problem.
For example, the problem of determining a solution y(x) of the second-
order DE y” + 7%y = 0 in the interval [0, 1/2] which has preassigned values
at 0 and 1/2 : y(0) = 0, y(1/2) = 1 constitutes a boundary value prob-
lem. The existence and uniqueness theory of solutions of boundary value
problems is more complex than that for the initial value problems; thus, we
shall restrict ourselves only to the second-order linear and nonlinear DEs.
In our treatment for nonhomogeneous, and specially for nonlinear bound-
ary value problems, we will need their integral representations, and for this
Green’s functions play a very important role. Therefore, we shall present
the construction of Green’s functions systematically. We shall also dis-
cuss degenerate linear boundary value problems, which appear frequently
in applications.

In calculus the following result is well known: If y € C®a, g, 3" (z) >
0in (o, 8), and y(z) attains its maximum at an interior point of [« §], then
y(x) is identically constant in [a, §]. Extensions of this result to differential
equations and inequalities are known as mazximum principles. We shall
prove some maximum principles for second-order differential inequalities
and show how these results can be applied to obtain lower and upper bounds
for the solutions of second-order initial and boundary value problems which
cannot be solved explicitly.

If the coefficients of the DE and/or of the boundary conditions depend
on a parameter, then one of the fundamental problems of mathematical
physics is to determine the value(s) of the parameter for which nontrivial
solutions exist. These special values of the parameter are called eigenval-
ues and the corresponding nontrivial solutions are said to be eigenfunctions.
One of the most studied problems of this type is the Sturm—Liouville prob-
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lem, specially because it has an infinite number of real eigenvalues which can
be arranged as a monotonically increasing sequence, and the corresponding
eigenfunctions generate a complete set of orthogonal functions. We shall
use this fundamental property of eigenfunctions to represent functions in
terms of Fourier series. We shall also find the solutions of nonhomogeneous
boundary value problems in terms of eigenfunctions of the corresponding
Sturm-Liouville problem. This leads to a very important result in the
literature known as Fredholm’s alternative.



Lecture 2
Historical Notes

One of the major problems in which scientists of antiquity were involved
was the study of planetary motions. In particular, predicting the precise
time at which a lunar eclipse occurs was a matter of considerable pres-
tige and a great opportunity for an astronomer to demonstrate his skills.
This event had great religious significance, and rites and sacrifices were
performed. To make an accurate prediction, it was necessary to find the
true instantaneous motion of the moon at a particular point of time. In
this connection we can trace back as far as, Bhaskara II (486AD), who
conceived the differentiation of the function sint. He was also aware that
a variable attains its maximum value at the point where the differential
vanishes. The roots of the mean value theorem were also known to him.
The idea of using integral calculus to find the value of m and the areas
of curved surfaces and the volumes was also known to Bhaskara II. Later
Madhava (1340-1429AD) developed the limit passage to infinity, which is
the kernel of modern classical analysis. Thus, the beginning of calculus goes
back at least 12 centuries before the phenomenal development of modern
mathematics that occurred in Europe around the time of Newton and Leib-
niz. This raises doubts about prevailing theories that, in spite of so much
information being known hundreds of years before Newton and Leibniz,
scientists never came across differential equations. The information which
historians have recorded is as follows:

The founder of the differential calculus, Newton, also laid the foundation
stone of DEs, then known as fluxional equations. Some of the first-order
DEs treated by him in the year 1671 were

Yy = 1-3z4+y+22+ay (2.1)
322 — 2ax + ay — 3y*y +axy = 0 (2.2)
2 3
ro_ y oy ry Iy
Yy _1+E+ﬁ+?+?’ etc. (23)
Yy = =3z+3zy+y’—ay*+y>—ayd+yt —ay? (2.4)

+62%y — 62 + 8%y — 8% + 10z*y — 102%,  etc.

He also classified first-order DEs into three classes: the first class was com-
posed of those equations in which g’ is a function of only one variable, x
alone or y alone, e.g.,

y o= flx), ¥ = f); (2.5)

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 7
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the second class embraced those equations in which ¢ is a function of both
x and y, i.e., (1.9); and the third is made up of partial DEs of the first
order.

About five years later, in 1676, another independent inventor of calcu-
lus, Leibniz, coined the term differential equation to denote a relationship
between the differentials dx and dy of two variables z and y. This was
in connection with the study of geometrical problems such as the inverse
tangent problem, i.e., finding a curve whose tangent satisfies certain condi-
tions. For instance, if the distance between any point P(z,y) on the curve
y(x) and the point where the tangent at P crosses the axis of = (length of
the tangent) is a constant a, then y should satisfy first-order nonlinear DE

y = — \/%j (2.6)

In 1691, he implicitly used the method of separation of variables to show
that the DEs of the form

dx

iy

can be reduced to quadratures. One year later he integrated linear homo-

geneous first-order DEs, and soon afterward nonhomogeneous linear first-
order DEs.

= X(@)Y(y) (2.7)

Among the devoted followers of Leibniz were the brothers James and
John Bernoulli, who played a significant part in the development of the
theory of DEs and the use of such equations in the solution of physical
problems. In 1690, James Bernoulli showed that the problem of determining
the isochrone, i.e., the curve in a vertical plane such that a particle will slide
from any point on the curve to its lowest point in exactly the same time, is
equivalent to that of solving a first-order nonlinear DE

dy(b*y — a®)V/? = dz a®/%. (2.8)

Equation (2.8) expresses the equality of two differentials from which Ber-
noulli concluded the equality of the integrals of the two members of the
equation and used the word integral for the first time on record.

In 1696 John Bernoulli invited the brightest mathematicians of the world
(Europe) to solve the brachistochrone (quickest descent) problem: to find
the curve connecting two points A and B that do not lie on a vertical line
and possessing the property that a moving particle slides down the curve
from A to B in the shortest time, ignoring friction and resistance of the
medium. In order to solve this problem, one year later John Bernoulli
imagined thin layers of homogeneous media, he knew from optics (Fermat’s
principle) that a light ray with speed v obeying the law of Snellius,

sina = Kv,
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passes through in the shortest time. Since the speed is known to be pro-
portional to the square root of the fallen height, he obtained by passing
through thinner and thinner layers

1
sina = ———= = K+/2g9(y — h), 2.9

a differential equation of the first order. Among others who also solved
the brachistochrone problem are James Bernoulli, Leibniz, Newton, and
L’Hospital.

The term “separation of variables” is essentially due to John Bernoulli;
he also circumvented dz/z, not well understood at that time, by first ap-
plying an integrating factor. However, the discovery of integrating factors
proved almost as troublesome as solving a DE.

The problem of finding the general solution of what is now called Ber-
noulli’s equation,
ady = ypdr+ bqy"™ dx, (2.10)

in which a and b are constants, and p and ¢ are functions of = alone, was
proposed by James Bernoulli in 1695 and solved by Leibniz and John Ber-
noulli by using different substitutions for the dependent variable y. Thus,
the roots of the general tactic “change of the dependent variable” had al-
ready appeared in 1696-1697. The problem of determining the orthogonal
trajectories of a one-parameter family of curves was also solved by John
Bernoulli in 1698. And by the end of the 17th century most of the known
methods of solving first-order DEs had been developed.

Numerous applications of the use of DEs in finding the solutions of ge-
ometric problems were made before 1720. Some of the DEs formulated in
this way were of second or higher order; e.g., the ancient Greek’s isoperimet-
ric problem of finding the closed plane curve of given length that encloses
the largest area led to a DE of third order. This third-order DE of James
Bernoulli (1696) was reduced to one of the second order by John Bernoulli.
In 1761 John Bernoulli reported the second-order DE

2y
no_ 49
y - 1'2

(2.11)

to Leibniz, which gave rise to three types of curves—parabolas, hyperbolas,
and a class of curves of the third order.

As early as 1712, Riccati considered the second-order DE
fly.y'y") =0 (2.12)

and treated y as an independent variable, p (= y') as the dependent vari-
able, and making use of the relationship y” = pdp/dy, he converted the
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DE (2.12) into the form

f (ym,p(féD =0, (2.13)

which is a first-order DE in p.
The particular DE

y = p@)y’ +q(@)y +r(z) (2.14)
christened by d’Alembert as the Riccati equation has been studied by a num-
ber of mathematicians, including several of the Bernoullis, Riccati himself,
as well as his son Vincenzo. By 1723 at the latest, it was recognized that
(2.14) cannot be solved in terms of elementary functions. However, later
it was Euler who called attention to the fact that if a particular solution
y1 = y1(x) of (2.14) is known, then the substitution y = y; + 2~ converts
the Riccati equation into a first-order linear DE in z, which leads to its
general solution. He also pointed out that if two particular solutions of
(2.14) are known, then the general solution is expressible in terms of simple
quadrature.

For the first time in 1715, Taylor unexpectedly noted the singular solu-
tions of DEs. Later in 1734, a class of equations with interesting properties
was found by the precocious mathematician Clairaut. He was motivated
by the movement of a rectangular wedge, which led him to DEs of the form

y = zy' + (). (2.15)

In (2.15) the substitution p = y’, followed by differentiation of the terms
of the equation with respect to x, will lead to a first-order DE in z, p and
dp/dx. Tts general solution y = cx + f(c) is a collection of straight lines.
The Clairaut DE has also a singular solution which in parametric form can
be written as x = —f'(t), y = f(¢t) —tf'(¢). D’Alembert found the singular
solution of the somewhat more general type of DE

y = x9(y)+ f(y), (2.16)

which is known as D’Alembert’s equation.

Starting from 1728, Euler contributed many important ideas to DEs:
various methods of reduction of order, notion of an integrating factor, the-
ory of linear equations of arbitrary order, power series solutions, and the
discovery that a first-order nonlinear DE with square roots of quartics as
coefficients, e.g.,

(1—ah2y + (1 -y"H'? = 0, (2.17)

has an algebraic solution. Euler also invented the method of variation
of parameters, which was elevated to a general procedure by Lagrange in
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1774. Most of the modern theory of linear differential systems appears
in D’Alembert’s work of 1748, while the concept of adjoint equations was
introduced by Lagrange in 1762.

The Jacobi equation
(a1 +b1x + c1y)(zdy — ydr) — (a2 + bz + coy)dy + (a3 + bzr + c3y)dz = 0

in which the coefficients a;, b;, ¢;, ¢ = 1,2,3 are constants was studied
in 1842, and is closely connected with the Bernoulli equation. Another
important DE which was studied by Darboux in 1878 is

—Ldy + Mdzx + N(xdy — ydz) = 0,
where L, M, N are polynomials in z and y of maximum degree m.

Thus, in early stages mathematicians were engaged in formulating DEs
and solving them, tacitly assuming that a solution always existed. The
rigorous proof of the existence and uniqueness of solutions of the first-order
initial value problem (1.9), (1.10) was first presented by Cauchy in his lec-
tures of 1820-1830. The proof exhibits a theoretical means for constructing
the solution to any desired degree of accuracy. He also extended his process
to the systems of such initial value problems. In 1876, Lipschitz improved
Cauchy’s technique with a view toward making it more practical. In 1893,
Picard developed an existence theory based on a different method of suc-
cessive approximations, which is considered more constructive than that
of Cauchy—Lipschitz. Other significant contributors to the method of suc-
cessive approximations are Liouville (1838), Caqué (1864), Fuchs (1870),
Peano (1888), and Bocher (1902).

The pioneering work of Cauchy, Lipschitz, and Picard is of a qualitative
nature. Instead of finding a solution explicitly, it provides sufficient con-
ditions on the known quantities which ensure the existence of a solution.
In the last hundred years this work has resulted in an extensive growth
in the qualitative study of DEs. Besides existence and uniqueness results,
additional sufficient conditions (rarely necessary) to analyze the proper-
ties of solutions, e.g., asymptotic behavior, oscillatory behavior, stability,
etc., have also been carefully examined. Among other mathematicians who
have contributed significantly in the development of the qualitative theory
of DEs we would like to mention the names of R. Bellman, I. Bendixson,
G. D. Birkhoff, L. Cesari, R. Conti, T. H. Gronwall, J. Hale, P. Hart-
man, E. Kamke, V. Lakshmikantham, J. LaSalle, S. Lefschetz, N. Levin-
son, A. Lyapunov, G. Peano, H. Poincdre, G. Sansone, B. Van der Pol,
A. Wintner, and W. Walter.

Finally the last three significant stages of development in the theory
of DEs, opened with the application of Lie’s (1870-1880s) theory of con-
tinuous groups to DEs, particularly those of Hamilton—Jacobi dynamics;
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Picard’s attempt (1880) to construct for linear DEs an analog of the Galois
theory of algebraic equations; and the theory, started in 1930s, that paral-
leled the modern development of abstract algebra. Thus, the theory of DEs
has emerged as a major discipline of modern pure mathematics. Neverthe-
less, the study of DEs continues to contribute to the solutions of practical
problems in almost every branch of science and technology, arts and social
science, and medicine. In the last fifty years, some of these problems have
led to the creation of various types of new DEs, some which are of current
research interest.



Lecture 3

Exact Equations

Let, in the DE of first order and first degree (1.9), the function f(z,y) =
—M(x,y)/N(z,y), so that it can be written as

M(z,y) + N(z,y)y" = 0, (3.1)

where M and N are continuous functions having continuous partial deriva-
tives M, and N, in the rectangle S : |z —zo| < a, |y —yo| <b (0 <a, b<
00).

Equation (3.1) is said to be ezact if there exists a function u(z,y) such
that

The nomenclature comes from the fact that
M+ Ny = ugy +uyy’
is exactly the derivative du/dz.

Once the DE (3.1) is exact its implicit solution is
u(z,y) = c. (3.3)

If (3.1) is exact, then from (3.2) we have uzy = M, and uy, = N,. Since
M, and N, are continuous, we must have ug, = uy,; i.e., for (3.1) to be
exact it is necessary that

M, = Ng. (3.4)

Conversely, if M and N satisfy (3.4) then the equation (3.1) is exact.
To establish this we shall exhibit a function u satisfying (3.2). We integrate
both sides of u, = M with respect to x, to obtain

o) = | " M(s.5)ds + g(y). (3.5)

Here g(y) is an arbitrary function of y and plays the role of the constant of
integration. We shall obtain g by using the equation u, = N. Indeed, we
have

8% / jM(S,y)ds L) = N(.y) (3.6)

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 13
doi: 10.1007/978-0-387-71276-5_3, © Springer Science + Business Media, LLC 2008
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and since o2 R
Ny — ——— M(s,y)ds = N,—M, = 0
axay AO (S y) &) Yy
the function

a x
Nay) - 5 / M(s,y)ds
o

must depend on y alone. Therefore, g can be obtained from (3.6), and
finally the function u satisfying (3.2) is given by (3.5).

We summarize this important result in the following theorem.

Theorem 3.1. Let the functions M(z,y) and N(z,y) together with
their partial derivatives M, (z,y) and N,(z,y) be continuous in the rect-
angle S : |z — xo] < a, |y —yo| <b (0 <a, b<oo). Then the DE (3.1) is
exact if and only if condition (3.4) is satisfied.

Obviously, in this result S may be replaced by any region which does
not include any “hole.”

The above proof of this theorem is, in fact, constructive, i.e., we can
explicitly find a solution of (3.1). For this, we compute g(y) from (3.6),

Yy T T
o) = [ Nietdr [ Misp)ds+ [ Misgn)ds + glon).
Yo xo x0
Therefore, from (3.5) it follows that
y T
u(ey) = [ NGt [ Ms,po)ds+ glm)
Yo xo

and hence a solution of the exact equation (3.1) is given by

Yy T
/ N(z,t)dt +/ M(s,y0)ds = c, (3.7)
Yo xo
where ¢ is an arbitrary constant.

In (3.7) the choice of zy and yo is at our disposal, except that these
must be chosen so that the integrals remain proper.

Example 3.1. In the DE
(y + 2ze¥) + x(1 + ze¥)y = 0,

M =y +2ze¥ and N = (1 + ze¥), so that M, = N, = 1+ 2zeY for all
(z,y) € S = R?. Thus, the given DE is exact in IR?. Taking (o, 7o) = (0,0)
in (3.7), we obtain

y x
/ (x—|—x26t)dt—|—/ 2sds = wy+a’ey = ¢
0 0
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a solution of the given DE.

The equation 2y + 2y’ = 0 is not exact, but if we multiply it by x, then
22y + 2%y’ = d(2%y)/dx = 0 is an exact DE. The multiplier x here is called
an integrating factor. For the DE (3.1) a nonzero function p(z,y) is called
an integrating factor if the equivalent DE

uM +uNy = 0 (3.8)
is exact.

If u(x,y) = ¢ is a solution of (3.1), then y' computed from (3.1) and
uz + uyy’ = 0 must be the same, i.e.,

1 1
Uy = —Uy = W, (3.9)

where g is some function of x and y. Thus, we have

du

M+ Ny') = u, el
(M + Ny') = ug +uyy I

and hence the equation (3.8) is exact, and an integrating factor p of (3.1)
is given by (3.9).

Further, let ¢(u) be any continuous function of u, then

pou) 1 + ) = st = 2 [ s(s)as

Hence, p¢(u) is an integrating factor of (3.1). Since ¢ is an arbitrary
function, we have established the following result.

Theorem 3.2. If the DE (3.1) has u(z,y) = c as its solution, then it
admits an infinite number of integrating factors.

The function p(z,y) is an integrating factor of (3.1) provided (3.8) is
exact, i.e., if and only if

(M), = (uN),. (3.10)
This implies that an integrating factor must satisfy the equation

Npo = Mpy = p(My — Ng). (3.11)

A solution of (3.11) gives an integrating factor of (3.1), but finding a
solution of the partial DE (3.11) is by no means an easier task. However, a
particular nonzero solution of (3.11) is all we need for the solution of (3.1).
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If we assume p = X ()Y (y), then from (3.11) we have

NdX MdY
— = _ - = M,-N,. 3.12
X dx Y dy v ’ ( )
Hence, if
My — N, = Ng(z) — Mh(y) (3.13)
then (3.12) is satisfied provided
1dX 1dY
a4 d =22 =
Xar 9@ ad o ),
ie.,
X = eJ 9@ gy = o hwdy, (3.14)

We illustrate this in the following example.

Example 3.2. Let the DE
(y—9y*)+zy =0

admit an integrating factor of the form pu = z™y". In such a case (3.12)
becomes m — (1 — y)n = —2y, and hence m = n = —2, and u = v~ 2y~ 2.

This gives an exact DE
e A

whose solution using (3.7) is given by fly x~'t=2dt = ¢, which is the same
asy = 1/(1 — cx).

One may also look for an integrating factor of the form p = p(v), where
v is a known function of z and y. Then (3.11) leads to

1dup My, — N,
—_—— = 3.15
wdv Nvg — Muy, ( )

Thus, if the expression in the right side of (3.15) is a function of v alone,
say, ¢(v) then the integrating factor is given by

o= e o, (3.16)

Some special cases of v and the corresponding ¢(v) are given in the
following table:
i
Y
¢(U) . My*N"c My*Nr My*N'E My*Nt (Mnyx)yZ My*Nx
" N -M  N+M yN—zM  yN+xzM  2(zN-—yM)’

v T Y r—vy Ty x2+y2
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If the expression in the second row is a function of the corresponding v
in the first row, then (3.1) has the integrating factor p given in (3.16).
Example 3.3. For the DE

(@Py+y+1) +a(l+2*)y =0,

2z
14 22’

M, — N, 1 , ,
: - 1-1-3z2) =
N i L )

which is a function of z. Hence, from the above table and (3.16) we find
p=(1+22)71. Thus, the DE

1 /
- =0
(y+1+x2>+$3}

is exact whose solution is given by zy +tan~'z = c.
Example 3.4. For the DE in Example 3.2, we have
M, — N, 2

-M  1-y’

which is a function of y. Hence, from the above table and (3.16) we find
p = (1 —1y)~2. Thus, the DE

Yy xz /
+ Y
-y (1-y)?

is exact whose solution is once again given by y = 1/(1 — cz).

=0

Example 3.5. For the DE
(zy® + 20%y* — %) + (2%y + 227y — 22%)y’ = 0,

we have

yN —zM — ~  ay’

which is a function of zy. Hence, from the above table and (3.16) we find
= x "2y 2e™. The resulting exact DE

M, — N, 2
——= =1

(yffl +2 - :Ufz)exy +(1+ 20yt — 2y’2)ewyy’ =0
has a solution e®¥(z~1 + 2y~ 1) = c.

Next we shall prove an interesting result which enables us to find the
solution of (3.1) provided it admits two linearly independent integrating
factors. For this, we need the following lemma.
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Lemma 3.3. Suppose (3.1) is exact and has an integrating factor
w(x,y) (# constant), then u(z,y) = c is a solution of (3.1).

Proof. 1In view of the hypothesis, condition (3.11) implies that Ny, =
M p,,. Multiplying (3.1) by p,, we find

dp
My + Npyy' = N(pe +pyy) = Noo = 0

and this implies the lemma. |

Theorem 3.4. If ui(x,y) and po(x,y) are two integrating factors of
(3.1) such that their ratio is not a constant, then u1(z,y) = cua(z,y) is a
solution of (3.1).

Proof. Clearly, the DEs (i) uy M +u; Ny’ = 0, and (i) poM + s Ny’ = 0
are exact. Multiplication of (ii) by u1/pe converts it to the exact equa-
tion (i). Thus, the exact DE (ii) admits an integrating factor pi/pe and
Lemma 3.3 implies that pq/ue = ¢ is a solution of (ii), i.e., of (3.1). |

To illustrate the importance of Theorem 3.4, we consider the DE in
Example 3.2. It has two integrating factors, u; = x72y~2 and pp = (1 —
y)~2, which are obtained in Examples 3.2 and 3.4, respectively. Hence, its
solution is given by (1—y)? = c22%y?, which is the same as the one obtained
in Example 3.2, as it should be.

We finish this lecture with the remark that, generally, integrating factors
of (3.1) are obtained by “trial-and-error” methods.

Problems

3.1. Let the hypothesis of Theorem 3.1 be satisfied and the equation
(3.1) be exact. Show that the solution of the DE (3.1) is given by

@ y
/ M(s,y)ds+/ N(zg,t)dt = c.
zo

Yo

3.2. Solve the following initial value problems:
(i) (Ba?y+8ay®) + (27 +82%y +120%)y’ =0, y(2) =1.
(i) (423e™Y + 2™V 4 22) + (2%e™™V + 2y)y’ =0, y(0) = 1.
(i) (z —ycosz) —sinxy =0, y(n/2)=1.
(iv) (ye™ +4y°) + (we™ + 122y* — 2y)y’ =0, y(0) =2.

3.3. In the following DEs determine the constant a so that each equa-
tion is exact, and solve the resulting DEs:
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(i) (2% + 3zy) + (az? + 4y)y’ = 0.
(ii) (272 +y?) + (ax+ 1)y %y = 0.

3.4. The DE (e”secy — tany) + 3’ = 0 has an integrating factor of the
form e~ %" cosy for some constant a. Find a, and then solve the DE.

3.5. The DE (42 + 3y?) + 2zyy’ = 0 has an integrating factor of the
form z™, where n is a positive integer. Find n, and then solve the DE.

3.6. Verify that (z2+4?)~! is an integrating factor of a DE of the form
(y +2f(2® +9y?)) + (yf(2® + y?) — 2)y’ = 0. Hence, solve the DE

(y+az(@® +y*)?) + (y(&® +y*)* — )y’ =0.

3.7. If p and ¢ are functions of z, then the DE (py — qy™) + ¢’ = 0
admits an integrating factor of the form X (x)Y (y). Find the functions X

and Y.
3.8. Solve the following DEs for which the type of integrating factor
has been indicated:
() (—y?) + 20y =0 [u(x)]
(i) y+ @ —2)y =0 [uy)
(iii) y+2(1—32%y%)y" =0 [u(zy)].
(iv) (Bzy+y*) + @Bry+2°)y =0 [u(z+y).
(v) (etat+22%2 +yY) +yy =0 [u(@®+y?)].
(vi) (day +3y*) + (22 +52y°)y' =0 [pu(z™y")].

3.9. By differentiating the equation

g(zy) + h(zy) d(zy) T\ _ o,
/ g(zy) — hlzy) (z) ““<y) -

with respect to x, verify that 2/(zy(g(xy) —h(xy))) is an integrating factor
of the DE yg(zy) + zh(zy)y’ = 0. Hence, solve the DE

(2*y* + ay + Dy + (2*y* — zy + Day’ =0.

3.10. Show the following;:
(i)  u(x,y) = c is the general solution of the DE (3.1) if and only if
Muy, = Nug.

(ii) The DE (3.1) has an integrating factor (M?+ N?2)~! if M, = N, and
= —N,.
y T
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Answers or Hints

3.1. Begin with u, = N and obtain an analog of (3.7).

3.2. (i) 23y+4a?y?+4y° = 28. (ii) e V422 +y? = 1. (iii) 22 —2ysinz =
(m2/4) — 2. (iv) e® + 4ay® —y* +3=0.

3.3. (i) 3/2, 2* + 622y + 8y% = c. (ii) -2, y? = 222 — 1)/[2(cx + 1)].
3.4. 1, sin"!((c —x)e®).

3.5. 2, 2t + 232 =c

3.6. 4tan!(z/y) + (22 +y*)? =c.

3.7. exp ((1 —n) [pdz), y=

3.8. () 272, v’ +almz=cr. (i)y 2 v*+z=cy. (i) (zy)3, °

cexp(—x72y=2). (iv) (z+y), ¥y+22%y°+ay3 =¢, v+y=0. (v) (22+
y) 72 (c+22)(2® +y°) =1 (vi) 2%y, aty® +a2%y° =c.

3.9. zy+In(z/y) = c+ 1/(xy).
3.10. (i) Note that u, +y,y' = 0 and M + Ny’ = 0. (ii) M, = N, and

M, = —N, imply % (M2AKN2) = (% (Migi]\/z) .
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Elementary First-Order
Equations

Suppose in the DE of first order (3.1), M(z,y) = Xi(z)Y1(y) and
N(z,y) = Xo(2x)Ya(y), so that it takes the form

X1 (2)Yi(y) + Xo(2)Ya(y)y' = 0. (4.1)
If Vi (y)Xz(z) # 0 for all (z,y) € S, then (4.1) can be written as an exact DE
Xi(x) | Yaly) ,

% Y = ° (4.2)

in which the variables are separated. Such a DE (4.2) is said to be separable.
The solution of this exact equation is given by

Xl(x) Yz(y) .
@™ ny® =

Here both the integrals are indefinite and constants of integration have been
absorbed in c.

(4.3)

Equation (4.3) contains all the solutions of (4.1) for which Y7 (y) X2 (x) #
0. In fact, when we divide (4.1) by Y7 X5 we might have lost some solutions,
and the ones which are not in (4.3) for some ¢ must be coupled with (4.3)
to obtain all solutions of (4.1).

Example 4.1. The DE in Example 3.2 may be written as

1 1 ,
-+ ———y =0, ay(l-y 0
z  y(l—y) h=w7

for which (4.3) gives the solution y = (1—cx)~!. Other possible solutions for
which z(y—y?) = 0arex = 0, y = 0, and y = 1. However, the solution y = 1
is already included in y = (1 —cz)~! for ¢ = 0, and = = 0 is not a solution,
and hence all solutions of this DE are given by y =0, y = (1 — cz)~!.

A function f(z,y) defined in a domain D (an open connected set in R?)
is said to be homogeneous of degree k if for all real A and (z,y) € D

FOa,xy) = A f(z,y). (4.4)

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 21
doi: 10.1007/978-0-387-71276-5_4, © Springer Science + Business Media, LLC 2008
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For example, the functions 322 — xy — 2, sin(z?/(z% — 3?)), (z* +
Ty/5, (1/2%)sin(x/y) + (z/y®)(Iny — Inx), and (6e¥/* /2%/3y'/?) are ho-
mogeneous of degree 2, 0, 4/5, — 2, and —1, respectively.

In (4.4) if A = 1/z, then it is the same as

ok f (1, %) = f(z,y). (4.5)

This implies that a homogeneous function of degree zero is a function of a
single variable v (= y/x).

The first-order DE (3.1) is said to be homogeneous if M(x,y) and
N(z,y) are homogeneous functions of the same degree, say, n. If (3.1) is
homogeneous, then in view of (4.5) it can be written as

2" M (1, g) "N (1, g) y = 0. (4.6)
x x
In (4.6) we use the substitution y(z) = zv(z), to obtain
a"(M(1,v) +vN(1,v)) + 2" T N(1,v)v" = 0. (4.7)

Equation (4.7) is separable and admits the integrating factor

1 1

#= "t (M (1,v) + vN(1,v)) - aM(z,y) + yN(z,y) (4.8)

provided xM + yN # 0.
The vanishing of M + yN implies that (4.7) is simply
"IN, v = xN(z,y)v = 0

for which the integrating factor is 1/xN. Thus, in this case the general
solution of (3.1) is given by y = cz.

We summarize these results in the following theorem.

Theorem 4.1. The homogeneous DE (4.6) can be transformed to a
separable DE by the transformation y = zv which admits an integrating
factor 1/(xM + yN) provided M + yN # 0. Further, if aM + yN = 0,
then its integrating factor is 1/ N and it has y = cx as its general solution.

Example 4.2. The DE
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is homogeneous. The transformation y = zv simplifies this DE to zv’ =
1+ v%. Thus, tan~!(y/x) = In |cx| is the general solution of the given DE.
Alternatively, the integrating factor

()] - ()
r|———— |~y =
T T

converts the given DE into the exact equation

4 Y . z y/
T x2+y2 x2+y2

=0

whose general solution using (3.7) is given by —tan=!(y/z) + Inz = ¢,
which is the same as obtained earlier.

Often, it is possible to introduce a new set of variables given by the
equations

u = ¢(x,y), v = Y(x,y) (4.9)

which convert a given DE (1.9) into a form that can be solved rather easily.
Geometrically, relations (4.9) can be regarded as a mapping of a region in
the xy-plane into the uv-plane. We wish to be able to solve these relations
for z and y in terms of v and v. For this, we should assume that the mapping
is one-to-one. In other words, we can assume that d(u,v)/0(z,y) # 0 over a
region in IR?, which implies that there is no functional relationship between
uw and v. Thus, if (ug, vg) is the image of (xg, yo) under the transformation
(4.9), then it can be uniquely solved for z and y in a neighborhood of the
point (g, yo). This leads to the inverse transformation

x = z(u,v), y = ylu,v). (4.10)

The image of a curve in the xy-plane is a curve in the uv-plane; and the
relation between slopes at the corresponding points of these curves is

dv
, Yu + yv% A1l
Y o
u Udu
Relations (4.10) and (4.11) can be used to convert the DE (1.9) in terms of
u and v, which hopefully can be solved explicitly. Finally, replacement of

u and v in terms of z and y by using (4.9) leads to an implicit solution of
the DE (1.9).

Unfortunately, for a given nonlinear DE there is no way to predict a
transformation which leads to a solution of (1.9). Finding such a trans-
formation can only be learned by practice. We therefore illustrate this
technique in the following examples.
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Example 4.3. Consider the DE
3x%ye? + 23e¥(y + 1)y’ = 0.

Setting u = 23, v = ye¥ we obtain
dv du
30220 = vy 1)
il (y+1)-,

and this changes the given DE into the form v + u(dv/du) = 0 for which
the solution is uv = ¢, equivalently, z3ye? = c is the general solution of the
given DE.

We now consider the DE

;o <a1x+b1y+61>

4.12
asx + bay + co ( )

Y
in which aq,by1,c¢1,a9,by and ¢y are constants. If ¢; and ¢y are not both
zero, then it can be converted to a homogeneous equation by means of the

transformation
z =u+h, y=v+k (4.13)

where h and k are the solutions of the system of simultaneous linear equa-

tions
a1h+b1k+01 =0

agh + bk +co = 0, (4.14)
and the resulting homogeneous DE
dv aiu + byv
— = _ 4.15
du f (agu + b2U> ( )

can be solved easily.

However, the system (4.14) can be solved for h and k provided A =
a1by —agby # 0. If A =0, then ayx + b1y is proportional to asx + boy, and
hence (4.12) is of the form

y = flaz+ By), (4.16)

which can be solved easily by using the substitution az + By = z.
Example 4.4. Consider the DE
r 1 fet+y—1 2
Yoo \Tere )
The straight lines h + k —1 = 0 and h + 2 = 0 intersect at (—2,3), and
hence the transformation x = u — 2, y = v+ 3 changes the given DE to the

form )
do _ 1futo
du = 2 U ’
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which has the solution 2tan=!(v/u) = In|u| + ¢, and thus

-3
2tan~1 L2 = In|z+2|+¢
T +2

is the general solution of the given DE.

Example 4.5. The DE
(z4+y+1D)+2z+2y+ 1)y =0

suggests that we should use the substitution x 4+ y = z. This converts the
given DE to the form (2z + 1)z’ = z for which the solution is 2z + In|z| =
x+c, z # 0; or equivalently, x4+2y+1In|z+y| = ¢, x4y # 0.l 2 = z+y = 0,
then the given DE is satisfied by the relation x +y = 0. Thus, all solutions
of the given DE are x + 2y + In|z + y| =¢, 2 +y = 0.

Let f(z,y,a) = 0 and g(x,y,3) = 0 be the equations of two families
of curves, each dependent on one parameter. When each member of the
second family cuts each member of the first family according to a definite
law, any curve of either of the families is said to be a trajectory of the
family. The most important case is that in which curves of the families
intersect at a constant angle. The orthogonal trajectories of a given family
of curves are the curves that cut the given family at right angles. The slopes
yy and yj of the tangents to the curves of the family and to the sought
for orthogonal trajectories must at each point satisfy the orthogonality
condition yjys = —1.

Example 4.6. For the family of parabolas y = ax?, we have y' = 2ax
or y' = 2y/x. Thus, the DE of the desired orthogonal trajectories is y' =
—(x/2y). Separating the variables, we find 2yy’ + 2 = 0, and on integrating
this DE we obtain the family of ellipses 22 + 2y = c.

Problems

4.1. Show that if (3.1) is both homogeneous and exact, and Mx + Ny
is not a constant, then its general solution is given by Mx 4+ Ny = c.

4.2. Show that if the DE (3.1) is homogeneous and M and N possess
continuous partial derivatives in some domain D, then

M, +yM, M

zN,+yN, N’

4.3. Solve the following DEs:
(i) asiny+ (224 1)cosyy’ = 0.
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(i) (x+2y—1)+3(xz+2y)y =0.
(iil) ay’ —y = xe¥/".
(iv) wy -y = wsinl(y — 2)/a].
v) ¥=(@+y+1?-2
(vi) v¥=0Bx—y—-5)/(—x+3y+7).
4.4. Use the given transformation to solve the following DEs:
(i) 32° —y@?—23)y =0, u=2a> v=1y>
i) 2z4+y)+(@x+5y)y =0, u=z—y, v=ru+2y.
(i) (z+2y)+(y—22)y' =0, z=rcosh, y=rsinb.
(iv) (222 +3y% —T)o — (322 + 2y —8)yy’' =0, wu=2a> v=1y>

4.5. Show that the transformation y(x) = zv(z) converts the DE
y"f(z) + g(y/z)(y — zy’) = 0 into a separable equation.

4.6. Show that the change of variable y = z™v in the DE ¢ =
2"~ 1f(y/a™) leads to a separable equation. Hence, solve the DE

iy = 2y(a® —y).

4.7. Show that the introduction of polar coordinates x = rcosf, y =
rsin 6 leads to separation of variables in a homogeneous DE y' = f(y/x).
Hence, solve the DE

, az + by
Yy = b .
x — ay
4.8. Solve
y = v
T+ 22y

by making the substitution y = vax™ for an appropriate n.

4.9. Show that the families of parabolas y? = 2cx + %, 22 = 4a(y +a)
are self-orthogonal.

4.10. Show that the circles 22 +y? = px intersect the circles 22 +y? = qy
at right angles.

*4.11. Show that if the functions f, f., fy, and f;, are continuous on
some region D in the zy-plane, f is never zero on D, and ff,, = f2f, on
D, then the DE (1.9) is separable. The requirement f(x,y) # 0 is essential,
for this consider the function

fz,y) ret s
T,y) =
4 z%e¥,  y>0.
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Answers or Hints

4.1. First use Theorem 4.1 and then Lemma 3.3.
4.2. Use Theorem 4.1.

4.3. (i) (@®*+1)sin’y =c. (ii) 2+3y+c=3In(z+2y+2), +2y+2=0.
(iii) exp(—y/x) + Injz| = ¢, = # 0. (iv) tan(y — z)/22 = cx, = # 0.
V) (@+y+1)(1—ce®®)=1+ce*®. (vi) (z+y+1)2(y—2+3)=c

4.4. (i) (y?—22%) (2 +2%)?% =c. (ii) 222+ 22y +5y° = c. (iii) V22 + 92 =
cexp(2tan~ty/x). (iv) (22 —y? —1)° = c(2? + y% - 3).

4.5. The given DE is reduced to v"z" f(x) = 22g(v)v’.
4.6. y(2ln|z|+c) =22, y=0.

4.7. /22 4+ y? =cexp (% tan~t ).

4.8. ye®¥ = cx.

4.9. For y? = 2cx + 2, 3y = ¢/y and hence the DE for the orthogonal
trajectories is y’ = —y/c, but it can be shown that it is the same as y' = ¢/y.

4.10. For the given families v/ = (y* — 2?)/2xy and y' = 2zy/(2? — y?),
respectively.
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First-Order Linear Equations

Let in the DE (3.1) the functions M and N be p;(x)y —r(x) and po(x),
respectively, then it becomes

po(x)y +pi(x)y = r(x), (5.1)

which is a first-order linear DE. In (5.1) we shall assume that the func-
tions po(x), pi(x), r(z) are continuous and pgo(z) # 0 in J. With these
assumptions the DE (5.1) can be written as

Y +p@)y = qx), (5.2)

where p(x) = p1(x)/po(x) and q(z) = r(z)/po(z) are continuous functions
in J.

The corresponding homogeneous equation
y +p(@)y =0 (5:3)

obtained by taking ¢(z) = 0 in (5.2) can be solved by separating the vari-
ables, i.e., (1/y)y" + p(z) = 0, and now integrating it to obtain

y(z) = cexp (- / ’ p(t)dt). (5.4)

In dividing (5.3) by y we have lost the solution y(z) = 0, which is called the
trivial solution (for a linear homogeneous DE y(z) = 0 is always a solution).
However, it is included in (5.4) with ¢ = 0.

If ¢ € J, then the function

¥(@) = goexp ( | p(t)dt> (5.5)

0
clearly satisfies the DE (5.3) in J and passes through the point (zg,yo).
Thus, it is the solution of the initial value problem (5.3), (1.10).

To find the solution of the DE (5.2) we shall use the method of variation
of parameters due to Lagrange. In (5.4) we assume that ¢ is a function of
x, i.e.,

o) = ctaess (= [ ptor) (5.6)

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 28
doi: 10.1007/978-0-387-71276-5_5, © Springer Science + Business Media, LLC 2008



First-Order Linear Equations 29

and search for ¢(x) so that (5.6) becomes a solution of the DE (5.2). For
this, substituting (5.6) into (5.2), we find

Cwyexp (= [ attar) ~clomtaren (- [ o)

Fe(x)p(e) exp (— / mp(t)dt) -

which is the same as
d(z) = q(x)exp (/I p(t)dt) . (5.7)

Integrating (5.7), we obtain the required function

@) = o1+ / " () exp ( / t p(s)ds) dt.

Now substituting this ¢(z) in (5.6), we find the solution of (5.2) as

y(z) = c1exp ( / ' p(t)dt) + / " gt exp ( /t ' p(s)ds) dt. (5.8

This solution y(z) is of the form cju(x) + v(z). It is to be noted that
ciu(x) is the general solution of (5.3) and v(x) is a particular solution
of (5.2). Hence, the general solution of (5.2) is obtained by adding any
particular solution of (5.2) to the general solution of (5.3).

From (5.8) the solution of the initial value problem (5.2), (1.10) where
xg € J is easily obtained as

y(z) = yoexp (_ /x p(t)dt) + / jq(t) exp (— /t ’ p(s)ds) dt. (5.9)

This solution in the particular case when p(z) = p and ¢(z) = ¢ simply
reduces to

yla) = (yo - q) e ¢ 1
p p

Example 5.1. Consider the initial value problem
vy —4y+22°+4 =0, x#0, y(1)=1. (5.10)

Since 79 = 1, yo = 1, p(x) = —4/x and ¢(x) = —2x — 4/x, from (5.9) the
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solution of (5.10) can be written as

y(r) = exp (/ 4dt>+/ (2t4)exp </ 4ds> dt
1t 1 t t s
x 4 IA
_ 4 _9+ .~ ) I
= 2 +/1 ( 2t t) i

1 1
= :104—1—304(2—1—4—2) = —2t 42241
x x

Alternatively, instead of using (5.9), we can find the solution of (5.10) as
follows. For the corresponding homogeneous DE 3’ — (4/x)y = 0 the general
solution is cx?, and a particular solution of the DE (5.10) is

£ 4 T4
/ (—Qt — ) exp (/ ds) dt = 22 +1,
t : S

and hence the general solution of the DE (5.10) is y(z) = cz?+x?+1. Now in
order to satisfy the initial condition y(1) = 1 it is necessary that 1 = c+1+1,
or ¢ = —1. The solution of (5.10) is therefore y(z) = —z* + 2% + 1.

Suppose y1(x) and ya(z) are two particular solutions of (5.2), then

n(@) —ya(x) = —pl@)y(z) + () + pe)yz(r) - q(z)
= —p@)(y1(z) — y2(2)),

which implies that y(x) = y1 () — y2(x) is a solution of (5.3). Thus, if two
particular solutions of (5.2) are known, then y(z) = ¢(y1(z) —y2(x)) +y1(x)
as well as y(z) = c(y1(x) —y2(x)) + y2(x) represents the general solution of
(5.2). For example, z + 1/x and x are two solutions of the DE zy’ +y = 2z
and y(x) = ¢/x + x is its general solution.

The DE (zf(y) + g(y))y’ = h(y) may not be integrable as it is, but if
the roles of x and y are interchanged, then it can be written as

h(y)j—j—f(y)x _—

which is a linear DE in # and can be solved by the preceding procedure.
In fact, the solutions of (1.9) and dx/dy = 1/f(x,y) determine the same
curve in a region in IR? provided the function f is defined, continuous,
and nonzero. For this, if y = y(z) is a solution of (1.9) in J and y/(z) =
f(z,y(x)) # 0, then y(x) is monotonic function in J and hence has an
inverse = x(y). This function z is such that

dx 1 1
dy — y'(z)  flx,yx))
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Example 5.2. The DE

R
(v —2)

/

y =
can be written as dx/dy + * = e~¥ which can be solved to obtain z =
e Y(y+ o).

Certain nonlinear first-order DEs can be reduced to linear equations by
an appropriate change of variables. For example, it is always possible for
the Bernoulli equation

po(x)y +pi(x)y = r(z)y", n#0,1. (5.11)

In (5.11), n = 0 and 1 are excluded because in these cases this equation is
obviously linear.

The equation (5.11) is equivalent to the DE
po(z)y™™y + pr(x)yt™ = r(z) (5.12)

and now the substitution v = y* =" leads to the first-order linear DE

1
= npo(x)U' +pi(z)v = r(z). (5.13)
Example 5.3. The DE 29/ +y = 2%y, © # 0 can be written as
2y~ 2y +y~1 = 22. The substitution v = y~! converts this DE into —zv’ +
v = 22, which can be solved to get v = (¢ — z)z, and hence the general
solution of the given DE is y(z) = (cx — 2?)~%.

As we have remarked in Lecture 2, we shall show that if one solution
y1(z) of the Riccati equation (2.14) is known, then the substitution y =
y1 + 2! converts it into a first-order linear DE in z. Indeed, we have

=% = o (n+ 1) @ (1) 4o
— (ot +alahn + 7+ 0o (24 ) o)
and hence

L = e a4 ple)

which is the first-order linear DE

2+ (2p(x)y1 +q(x))z +p(z) = 0. (5.14)

Example 5.4. It is easy to verify that y; = z is a particular solution of
the Riccati equation y' = 1 + 22 — 22y + y2. The substitution y = x + 2!
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converts this DE to the first-order linear DE 2’ + 1 = 0, whose general
solution is z = (¢ — z), = # c¢. Thus, the general solution of the given
Riccati equation is y(z) =z + 1/(c — z), = # c.

In many physical problems the nonhomogeneous term ¢(z) in (5.2) is
specified by different formulas in different intervals. This is often the case
when (5.2) is considered as an input—output relation, i.e., the function ¢(z)
is an input and the solution y(x) is an output corresponding to the input
q(z). Usually, in such situations the solution y(z) is not defined at certain
points, so that it is not continuous throughout the interval of interest. To
understand such a case, for simplicity, we consider the initial value problem
(5.2), (1.10) in the interval [xg, 23], where the function p(x) is continuous,
and

) ro < T < T

] a@
al@) = { o(x), w1 <z <.
)

We assume that the functions ¢ () and g2(x) are continuous in the intervals
[xo,z1) and (21, z2], respectively. With these assumptions the “solution”
y(z) of (5.2), (1.10) in view of (5.9) can be written as

y1(z) = yo exp (—/m:p(t)dt> + /qu(t) exp (— /txp(S)dS> dt,

ro < T <IT

(o) = coxp (- [ fpa)dt) + [mies (- [ wsyas) ae.

T, <z < Xo.

y(z) =

Clearly, at the point x; we cannot say much about the solution y(x),
it may not even be defined. However, if the limits lim _ - i (z) and
1

lim,  +y2(x) exist (which are guaranteed if both the functions ¢;(x) and
1
g2(x) are bounded at x = x1), then the relation

lim y(x) = lm yo(x) (5.15)

determines the constant ¢, so that the solution y(z) is continuous on [zg, z2].

Example 5.5. Consider the initial value problem

4
, 4 —2x——, xz€][l,2)
Yo T g 5.16
v 22,z e (2,4 (5.16)
y(1) = L

In view of Example 5.1 the solution of (5.16) can be written as
—rt+2?2+1, ze[l,2)
y(z) = zt ot 23

— 4+ — 2.4].
016+2 ,  x € (2,4]
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Now the relation (5.15) gives ¢ = —11. Thus, the continuous solution of
(5.16) is
—zt+ 2241, x€(l,2)
x) = 3
v(@) —1—6954—953, x € (2,4)].

Clearly, this solution is not differentiable at = = 2.

Problems

5.1. Show that the DE (5.2) admits an integrating factor which is a
function of x alone. Use this to obtain its general solution.

5.2. (Principle of Superposition). If y;(z) and ya(z) are solutions of
vy + p(x)y = gi(x), i = 1,2, respectively, then show that c1y1(z) + cay2(z)
is a solution of the DE ¢ + p(z)y = ¢1q1(x) + c2g2(x), where ¢; and ¢, are
constants.

5.3. Find the general solution of the following DEs:
(i) ¢ — (cotz)y = 2xsinz.
(i) v +y+z+a?+23=0.
(ii)) (y* — 1) +2(z —y(1 +y)*)y’ = 0.
(iv) (1+y%) = (tan" 'y —a)y’.

5.4. Solve the following initial value problems:

. 1, 0<z<1
o vrm={g 057°

2, 0<z<1
.. / _ I — ? - -
(i) o +p(z)y =0, Mw—LWMWM@—{l,x>L

5.5. Let ¢(z) be continuous in [0,00) and lim, .. ¢(x) = L. For the
DE ¢’ + ay = g(x), show the following:

(i) If a > 0, every solution approaches L/a as x — 0.

(ii) If a < 0, there is one and only one solution which approaches L/a as
T — 00.

5.6. Let y(x) be the solution of the initial value problem (5.2), (1.10)
in [xg, 00), and let z(x) be a continuously differentiable function in [z¢, c0)
such that 2z’ 4+ p(z)z < q(x), 2(z¢) < yo. Show that z(z) < y(z) for all z in
[0, 00). In particular, for the problem y’ + y = cosz, y(0) = 1 verify that
27" —1<y(x) <1, z€0,00).

5.7. Find the general solution of the following nonlinear DEs:
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i) 2(1+¢°%) +3zy?y =0.
i) y+az(l+azyt)y =0.

i) (1-22)y +y>—-1=0.
iv) 3 —e Ty —y—e® =0.

(
(
(
(

*5.8. Let the functions pg, p1, and r be continuous in J = [«, §] such
that pO(a) :p()(ﬁ) = 07 po(.’E) > O» VS (a7ﬂ)a pl(m) > 03 S Jv and

ate 63
/ dz_ _ / _dr_ =00, 0<e<f—oa.
a po(z) B—e o(z)

Show that all solutions of the DE (5.1) which exist in («, 3) converge to
r(8)/p1(B8) as © — (. Further, show that one of these solutions converges
to r(a)/p1(a) as * — «, while all other solutions converge to oo, or —oo.

Answers or Hints

5.1. Since M = p(z)y —q(z), N =1, [(M, — N;)/N] = p(z), and hence
the integrating factor is exp( [ p(t)dt).

5.2. Use the definition of a solution.
5.3. (i) esinz+a?sinz. (ii) ce @ —23+22% -5z +5. (iii) 2(y—1)/(y+1) =
Y24e (iv)z=tanly—1+ce ton v,

5. (i) ylo) = { 31,700 0S8S L gy oy [T Osa s
S WRE = e —1e 2 z>1 WY = e, o> 1.
5.5. (i) In y(x) = y(zg)e ¢@=20) 4 [fzzo eq(t)dt]/e*™ take the limit z —
oo. (ii) In y(z) = e 9 {y(xo)e‘”“ + f;: e“q(t)dt — [ e‘”q(t)dt} choose
y(zo) so that y(xzo)e®™ + [ eq(t)dt = 0 (limy—oo g(x) = L). Now in

y(z) = —[[° e*q(t)dt]/e®® take the limit z — oo.

5.6. There exists a continuous function r(z) > 0 such that 2z’ + p(z)z =
q(z) — r(z), z(x0) < yo. Thus, for the function ¢(x) = y(x) — 2(z), ¢' +
p(x)p =r(x) =0, ¢(xo) =yo — z(x0) > 0.

5.7. (1) 2?(1+y3) =c. (ii) zy* = 3(1 +cxy), y=0. (iii) (y—1)(1+2) =
c(l1—2)(1+vy). (iv) e* tan(x + c).
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Second-Order Linear Equations

Consider the homogeneous linear second-order DE with variable coeffi-
cients

po(@)y" +pr(z)y’ + p2(x)y = 0, (6.1)

where pg(2) (> 0), p1(z) and pa(x) are continuous in J. There does not exist
any method to solve it except in a few rather restrictive cases. However,
the results below follow immediately from the general theory of first-order
linear systems, which we shall present in later lectures.

Theorem 6.1. There exist exactly two solutions y;(z) and yz(x) of
(6.1) which are linearly independent (essentially different) in J; i.e., there
does not exist a constant ¢ such that y;(x) = cya(z) for all z € J.

Theorem 6.2. Two solutions y;(z) and ya(x) of (6.1) are linearly
independent in J if and only if their Wronskian defined by

Wia) = W)@ = | 20 80— @(o) - mlei o)

(6.2)
is different from zero for some x = xq in J.

Theorem 6.3. For the Wronskian defined in (6.2) the following Abel’s
identity (also known as the Ostrogradsky—Liouville formula) holds:

W(z) = W(xo)exp (— /; pi(t) dt) , xo € J. (6.3)

. Pol(t)
Thus, if the Wronskian is zero at some x( € J, then it is zero for all x € J.

Theorem 6.4. 1If y;(z) and y2(z) are solutions of (6.1) and ¢; and ¢
are arbitrary constants, then c1y1(x) + coya(x) is also a solution of (6.1).
Further, if y; (z) and y2(x) are linearly independent, then any solution y(x)
of (6.1) can be written as y(x) = ¢1y1(z) + Cay2(x), where ¢, and ¢, are
suitable constants.

Now we shall show that, if one solution y;(z) of (6.1) is known (by
some clever method), then we can employ variation of parameters to find
the second solution of (6.1). For this we let y(z) = u(x)y; («) and substitute
this in (6.1) to get

po(uyr)” + p1(uyr)’ + pa(uyr) = 0,

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 35
doi: 10.1007/978-0-387-71276-5_6, © Springer Science + Business Media, LLC 2008
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or
pou"y1 + 2pou’yy + pouyy + pru'yy + pruy) + pauyr = 0,
or
pou”y1 + (2poyy + pry)u’ + (poy! + pryh + poyi)u = 0.

However, since y; is a solution of (6.1), the above equation with v = v’ is
the same as

poy1v’ + (2poys +piyi)v = 0, (6.4)
which is a first-order equation, and it can be solved easily provided y; # 0
in J. Indeed, multiplying (6.4) by y1/po, we get
(yiv' + 2yiy10) + %yfv =0,
0

which is the same as

and hence

5 ‘() )
Yijv = cexp —/ dt |,
! ( po(t)
or, on taking ¢ =1,

@ = e (-] o)

Hence, the second solution of (6.1) is

w0 =50 [ g ] 2l

Example 6.1. It is easy to verify that y;(x) = 22 is a solution of
the DE

22y — 2y’ +2y = 0, x#0.

For the second solution we use (6.5), to obtain

v 1 apr v 1
yo(z) = xQ/ e (/ (52) ds) dt = 1’2/ t—4t2dt = —u.

Now we shall find a particular solution of the nonhomogeneous equation

po(z)y" +pi(x)y +pa(2)y = r(z). (6.6)

For this also we shall apply the method of variation of parameters. Let
y1(x) and yo(x) be two solutions of (6.1). We assume y(x) = ¢1(z)y1(z) +
co(x)y2(x) is a solution of (6.6). Note that ¢q (z) and ¢ () are two unknown
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functions, so we can have two sets of conditions which determine ¢ (z) and
co(z). Since
Y = ayrt ey + ciyr + chys

as a first condition, we assume that
Ayr + chys = 0. (6.7)

Thus, we have
Y = cay) + ey
and on differentiation

/!

y' = ayl + ey + i + ey
Substituting these in (6.6), we find
c1(poyy +p1yi +p2y1) + c2(poys + Py + p2y2) +polciys + chyz) = r(x).

Clearly, this equation in view of the fact that y;(x) and y2(x) are solutions
of (6.1) is the same as

chyr +cays = po(z)’ (6.8)
Solving (6.7), (6.8) we find
¢ o~ _ p@r@/ep@) o n@)r@)/po()
' ‘yl(w) ya(x) |7 ‘yl(w) ya(x) |
yi(z)  ya(x) yi(z)  ya(x)

and hence a particular solution of (6.6) is

yp(x) = c(@)yi(e) + c2(2)ya(z

o [ @®r@)/po(t)
y1(t)  yal(t) ’ ( )/ ’ yi(t)  ya(t) ‘dt
yi(t)  ya(t) yi(t)  ya(t)

" r(t)
= Hx, t)po(t) dt,
(6.9)
where
_ @) we(t) yi(t)  y2(t)
Hiz,t) = ’ym ya(2) ‘/ ' () wh(t) ’ (6.10)

The general solution of (6.6) which is obtained by adding this particular
solution with the general solution of (6.1) appears as

y(x) = (@) + caya(@) + yp(). (6.11)
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The following properties of the function H(z,t) are immediate:
(i)  H(x,t) is defined for all (x,t) € J x J;
(i) O0/H(x,t)/0x7, j=0,1,2 are continuous for all (z,t) € J x J;

(iii) for each fixed t € J the function z(z) = H(z,t) is a solution of the
homogeneous DE (6.1) satisfying z(¢t) =0, 2/(¢) = 1; and

(iv) the function

D
o(z) = /zOH( DL

is a particular solution of the nonhomogeneous DE (6.6) satisfying y(zo) =
y/((E(]) =0.

Example 6.2. Consider the DE
y' +y = cota.

For the corresponding homogeneous DE y” +y = 0, sinz and cosx are the
solutions. Thus, its general solution can be written as

sint cost
) T | sinx cosz | cost
y(x) = cicosx + casinx + - —dt
sint cost sint
cost —sint
. v . cost
= c1cosx + cosinz — [ (sintcosx —sinzcost)——dt
sin
. r . T cos?t
= c1COST + Ccoysinx — cosxT costdt + sinx -
sint
T 2
. . . 1 —sin“t
= C1COSZ + CoSINT — COSTSINT + SINT e P dt
sin

xT xT
= (€1COST + cysinx — cosxSinx — sinx/ sin tdt + sinx/ _—tdt
sin

¥ cosec t(cosect — cot t)
(cosect — cot t)

dt

= ¢1COST + cosinx + sina:/

= c¢1co8x + casinx + sinz Infcosec z — cot x].
From the general theory of first-order linear systems, which we shall
present in later lectures, it also follows that if the functions po(z) (> 0),

p1(x), po(x), and r(x) are continuous on J and zy € J, then the initial
value problem: (6.6) together with the initial conditions

y(®o0) = Yo, y/(fﬂo) =Y (6.12)

has a unique solution.
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Now we shall show that second-order DEs with constant coefficients can
be solved explicitly. In fact, to find the solution of the equation

y' +ay +by = 0, (6.13)

where a and b are constants, as a first step we look back at the equation
Yy + ay = 0 (a is a constant) for which all solutions are multiples of y =
e~ Thus, for (6.13) also some form of exponential function would be a
reasonable choice and would utilize the property that the differentiation of
an exponential function e always yields a constant multiplied by e™.

Thus, we try y = €"* and find the value(s) of r. For this, we have
r2e™ 4 are™ +be™ = (r*4ar+b)e™ = 0,

which gives
r?+ar+b = 0. (6.14)

Hence, €™ is a solution of (6.13) if = is a solution of (6.14). Equation (6.14)
is called the characteristic equation. For the roots of (6.14) we have the
following three cases:

1. Distinct real roots. If r; and o are real and distinct roots of
(6.14), then e™® and e"* are two solutions of (6.13) and its general solution
can be written as

y(x) = c1e™® + cqe".

In the particular case when ry = r, ro = —r (then the DE (6.13) is 3" —
r?y = 0) we have

A+ B A-B
y(x) — clerz + CQe—rm — + e’ + e T
2 2
et 4 e Tt _ =TT )
= A # + B # = Acoshrz + Bsinhrzx.

2. Repeated real roots. Ifr; = ry = r is a repeated root of
(6.14), then €™ is a solution. To find the second solution, we let y(z) =
u(z)e™ and substitute it in (6.13), to get

e (u" + 2ru’ + T2u) +ae™(u' + ru) + bue™ = 0,

or
u” 4+ (2r +a)u’ + (r* +ar +bu =u" + 2r +a)’ = 0.

Now since r is a repeated root of (6.14) it follows that 2r4+a = 0 and hence
u” =0, ie., u(x) = ¢ + cox. Thus,

y(x) = (c1+cax)e™ = c1€"™® + cqwe’™.
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Hence, the second solution of (6.13) is ze™™.

3. Complex conjugate roots. Letr = p+ivand ry = p—iv
where i = v/—1, so that

eWEWIT — i (cos pg + isinv).

Since for the DE (6.13) real part, i.e., e#* cos v and the complex part, i.e.,
et sin v both are solutions, the general solution of (6.13) can be written
as

y(z) = c1e!® cosva + coeTsinv.

In the particular case when r; = iv and r9 = —iv (then the DE (6.13) is
y" + v?y = 0) we have y(z) = ¢; cosvz + casinva.

Finally, in this lecture we shall find the solution of the Cauchy—FEuler
equation

22y +azy’ +by = 0, x>0. (6.15)
We assume y(x) = 2™ to obtain
2m(m — 1)z 2 + axma™ ! + bz™ = 0,
or
m(m—1)+am+b = 0. (6.16)

This is the characteristic equation for (6.15), and as earlier for (6.14) the
nature of its roots determines the solution:

Real, distinct roots my # ma: y(x) = ;™ + cox™2,

Real, repeated roots m = my = ma: y(z) = c12™ + ca(Inz)a™,

Complex conjugate roots m; = pu+iv, me = p—iv :  yz) =
c1zt cos(vInzx) 4+ coxt sin(vinx).

In the particular case

22y +ay =Ny =0, >0, A>0 (6.17)

the characteristic equation is m(m — 1) +m — A% = 0, or m?> — A\? = 0. The
roots are m = £\ and hence the solution of (6.17) appears as

y(x) = i+ cox™. (6.18)

Problems

6.1. Let yi(x),y2(x),ys(x) and A(x) be differentiable functions in J.
Show that for all z € J,
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(i) Wlyr,y2 +ys)(x) = Wy, y2)(x) + W (Y1, ys)();
(i) Wy, Ay2) () = A2 (2)W (41, y2) ();
(iii) W (y1, Ayn)(z) = N(z)yi ().
6.2. Show that the functions y;(x) = ¢ (# 0) and yo(z) = 1/2? satisfy
the nonlinear DE ¢’ + 3zyy’ = 0 in (0,00), but yi(x) + y2(z) does not

satisfy the given DE. (This shows that Theorem 6.4 holds good only for the
linear equations.)

6.3. Given the solution y;(z), find the second solution of the follow-
ing DEs:
i) @ -2y +@z-1y+y=0 (z#0,1), yx)=(@-1)""
(i) 2(@-2)y"+2@@ -1y -2y = 0 (z#0,2), wi(e)=1-2).
(i) 2y” —y —42y=0 (z#0), yi(z)=exp(z?).
(iv) 1—2?)y" =22y’ +2y=0 (2] <1), w(z)==2.

6.4. The differential equation

2y’ —(x+n)y +ny = 0

is interesting because it has an exponential solution and a polynomial so-
lution.

(i)  Verify that one solution is y; () = €”.
(ii) Show that the second solution has the form ys(z) = ce® [*t"e~!dt.
Further, show that with ¢ = —1/nl,

x 22 "

Yo(x) = 1+ S+ 4+ + —.

Note that ya(z) is the first n + 1 terms of the Taylor series about x = 0 for
e®, that is, for yi(x).

6.5. For the differential equation
v +o(ey +y) =0,
verify that y;(z) = exp(—dz?/2) is one solution. Find its second solution.

6.6. Let y1(x) # 0 and yo(x) be two linearly independent solutions of
the DE (6.1). Show that y(x) = ya(z)/y1(x) is a nonconstant solution of
the DE

nien+ (2100 + 28 0) )y =0

6.7. Let y1(z) and yo(z) be solutions of the DE

Y +pi(x)y +p2(z)y = 0 (6.19)
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in J. Show the following:
(i)  If yi(x) and yo(x) vanish at the same point in J, then yi(x) is a
constant multiple of ya(x).

(i) If y1(z) and yo(z) have maxima or minima at the same point in
the open interval J, then y; (z) and y2(x) are not the linearly independent
solutions.

(i) If W(y1,y2)(x) is independent of x, then p;(x) =0 for all x € J.

(iv)  If y1(z) and yo(x) are linearly independent, then y;(x) and yo(z)
cannot have a common point of inflexion in J unless p; (z) and pz(x) vanish
simultaneously there.

(v) I W(y1,y2)(x*) = y1(a*) = 0, then either y;(z) = 0 for all x € J, or
ya(x) = (va (") /y1 (2"))y (@)

6.8. Let y;1(z) and ya(z) be linearly independent solutions of (6.19),
and W (x) be their Wronskian. Show that

p : _ W (yid(y
y' + ()Y +pa(x)y = s \war\y ) )

6.9. Show that the DE (6.1) can be transformed into a first-order
nonlinear DE by means of a change of dependent variable

v = oo ([ foua).

where f(x) is any nonvanishing differentiable function. In particular, if
f(z) = po(x), then show that (6.1) reduces to the Riccati equation,

e o P () ()

= 0. (6.20)

6.10. If wy(z) and wy(z) are two different solutions of the DE (6.20)
with po(z) =1, i.e.,

w4+ w? + pi(2)w + pa(z) = 0, (6.21)

then show that its general solution w(z) is given by

1 =) o ([ (s —wato)ir) =

Further, if ws(z) is another known solution of (6.21), then
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6.11. Find the general solution of the following homogeneous DEs:
(i) ¢+ 7y + 10y =0.
(ii) y” —8y + 16y =0.
(iil) o + 2y + 3y = 0.
6.12. Find the general solution of the following nonhomogeneous DEs:
(i) " + 4y = sin2z.
(i) o’ +4y +3y =e 32
(iii) y" + 5y + 4y = e~ 12,
6.13. Show that if the real parts of all solutions of (6.14) are negative,
then lim,_, o, y(x) = 0 for every solution of (6.13).

6.14. Show that the solution of the initial value problem
y' =20+ By +r*y = 0, y0) =0, ¢ (0) =1
can be written as

(@) = — [ebr o /FEredle _ glr+a- /B TAe]
2,/B(2r + B)

Further, show that limg_.o yg(z) = ze"™.

6.15. Verify that y;(z) = z and y2(r) = 1/x are solutions of

x?’y”—l—ny’—xy — 0.

Use this information and the variation of parameters method to find the
general solution of

w3y + 2%y —xy = x/(1+ ).

Answers or Hints

6.1. Use the definition of Wronskian.
6.2. Verify directly.

6.3. (i) Inz/(z—1). (ii) (1/2)(1—z)In[(z—2)/z]—1. (iii) e . (iv) (z/2) x
In[(1+2)/(1—-2)] -1

6.4. (i) Verify directly. (ii) Use (6.5).
6.5. e 07" /2 [T 0t/2qy,
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6.6. Use y2(z) = y1(z)y(z) and the fact that y; (x) and yo(x) are solutions.

6.7. (i) Use Abel’s identity. (ii) If both attain maxima or minima at o,
then ¢} (zo) = ¢4(xo) = 0. (iii) Use Abel’s identity. (iv) If z¢ is a common
point of inflexion, then ¢ (zg) = &4 (z9) = 0. (v) W(a*) = 0 implies
¢pa(x) = ch1(x). If ¢ (z*) = 0, then ¢1(z) = 0, and if ¢} (z*) # 0 then
c = ¢y(x")/d (z7).

6.8. Directly show right-hand side is the same as left-hand side.

6.9. Verify directly.

6.10. Use the substitution w = z+w; to obtain z’+ (2w, +p1(7))z+22 = 0,
which is a Bernoulli equation whose multiplier is z=2 exp(— [*(2u1 +p1)dt).
Hence, if wy is a solution of (6.21), then its integrating factor is (w —
wi) "2 exp(— [ (2u1 + p1)dt). Now use Theorem 3.4.

6.11. (i) cre 2 4+ coe™®. (ii) (c1 + cox)e?®. (iii) cre™® cos v/2x + cpe™® x
sin \/ix

6.12. (i) ¢1 cos2z + cosin2z — twcos2z. (i) cre™® + cpe 3% — Lae 3"
(iii) c1e™® + coe ™% — %xe‘“.

6.13. Use explicit forms of the solution.

6.14. Note that /3(8+2r) — 0 as 8 — 0.
6.15. ciz + (co/x) + (1/2)[(x — (1/z)) In(1 + 2) — zlnx — 1].



Lecture 7

Preliminaries to Existence and
Uniqueness of Solutions

So far, mostly we have engaged ourselves in solving DEs, tacitly assum-
ing that there always exists a solution. However, the theory of existence
and uniqueness of solutions of the initial value problems is quite complex.
We begin to develop this theory for the initial value problem

y, = f(zry)v y(l’o) = Yo, (71)

where f(z,y) will be assumed to be continuous in a domain D containing
the point (xo,y0). By a solution of (7.1) in an interval J containing zq, we
mean a function y(z) satisfying (i) y(zo) = o, (ii) ¥'(z) exists for all z € J,
(iii) for all € J the points (x,y(x)) € D, and (iv) y'(z) = f(z,y(z)) for
all z € J.

For the initial value problem (7.1) later we shall prove that the continu-
ity of the function f(z,y) alone is sufficient for the existence of at least one
solution in a sufficiently small neighborhood of the point (zg, yo). However,
if f(z,y) is not continuous, then the nature of the solutions of (7.1) is quite
arbitrary. For example, the initial value problem

y = %(9—1)7 y(0) =0

has no solution, while the problem

y = %(yflh y(0) =1

has an infinite number of solutions y(z) = 1 + cz?, where c is an arbitrary
constant.

The use of integral equations to establish existence theorems is a stan-
dard device in the theory of DEs. It owes its efficiency to the smoothening
properties of integration as contrasted with coarsening properties of differ-
entiation. If two functions are close enough, their integrals must be close
enough, whereas their derivatives may be far apart and may not even exist.
We shall need the following result to prove the existence, uniqueness, and
several other properties of the solutions of the initial value problem (7.1).

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 45
doi: 10.1007/978-0-387-71276-5_7, © Springer Science + Business Media, LLC 2008
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Theorem 7.1. Let f(z,y) be continuous in the domain D, then any
solution of (7.1) is also a solution of the integral equation

ya) = n+ | "Iyt (7.2)

and conversely.

Proof. Any solution y(x) of the DE y = f(x,y) converts it into an
identity in z, i.e., ¥'(x) = f(x,y(x)). An integration of this equality yields

y(z) —y(zo) = /mf(t,y(t))dt.

Conversely, if y(z) is any solution of (7.2) then y(zg) = yo and since
f(z,y) is continuous, differentiating (7.2) we find y'(z) = f(z,y(z)). |

While continuity of the function f(z,y) is sufficient for the existence
of a solution of (7.1), it does not imply uniqueness. For example, the
function f(x,y) = y?/3 is continuous in the entire xy-plane, but the problem
v = 4?3, y(0) = 0 has at least two solutions y(x) = 0 and y(z) = 2°/27. To
ensure the uniqueness we shall begin with the assumption that the variation
of the function f(z,y) relative to y remains bounded, i.e.,

If(z,y1) — f(z,92)] < Lly1 — y2| (7.3)

for all (x,y1), (x,ys2) in the domain D. The function f(x,y) is said to satisfy
a uniform Lipschitz condition in any domain D if the inequality (7.3) holds
for all point-pairs (z,y1), (z,y2) in D having the same x. The nonnegative
constant L is called the Lipschitz constant.

The function y2/3 violates the Lipschitz condition in any domain con-
taining y = 0, whereas the function f(x,y) = x — y satisfies the Lipschitz
condition in D = R? with L = 1. As an another example, the function
f(z,y) = e¥ satisfies the Lipschitz condition in D = {(x,y) : z € R, |y| <
c} with L = e°, where ¢ is some positive constant.

Obviously, if inequality (7.3) is satisfied in D, then the function f(z,y)
is continuous with respect to y in D; however, it is not necessarily differen-
tiable with respect to y, e.g., the function f(z,y) = |y| is not differentiable
in R? but satisfies (7.3) with L = 1.

If the function f(z,y) is differentiable with respect to y, then it is easy
to compute the Lipschitz constant. In fact, we shall prove the following
theorem.

Theorem 7.2. Let the domain D be convex and the function f(x,y)
be differentiable with respect to y in D. Then for the Lipschitz condition
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(7.3) to be satisfied, it is necessary and sufficient that

of (z,y)
('f)g‘ < L. (7.4)

sup
D

Proof. Since f(z,y) is differentiable with respect to y and the domain
D is convex, for all (z,y1), (z,y2) € D the mean value theorem provides

fo) -~ flen) = LG — ),

where y* lies between y; and yo. Thus, in view of (7.4) the inequality (7.3)
is immediate.

Conversely, inequality (7.3) implies that

‘af(%yl)

= lim
oy

Y2—Y1

fay) = fley)| o .
Y1 — Y2 -

To prove the existence, uniqueness, and several other properties of the
solutions of (7.1), we shall also need a Gronwall’s-type integral inequality,
which is contained in the following result.

Theorem 7.3. Let u(z), p(z) and ¢q(x) be nonnegative continuous
functions in the interval |z — 20| < a and

u(z) < ple) +

/ ’ q(t)u(t)dt’ for |o—mo|<a (7.5

0

Then the following inequality holds:

/ :p<t>q<t) exp ( | atsras

Proof. We shall prove (7.6) for 2 < x < 1y + a whereas for 2o —a <
x < xo the proof is similar. We define

u(z) < plx)+

)dt‘ for |x—xzo] <a. (7.6)

so that r(zg) = 0, and
r'(z) = q(@)u(x).

Since from (7.5), u(z) < p(x) + r(z), it follows that

r(x) < p(x)g(z) + q(x)r(x),
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which on multiplying by exp (f f;o q(s)ds) is the same as

(e (- [ o(5)ds) r<x>)' < st (- [ 0(s)ds).

Integrating the above inequality, we obtain

w < | :pa)q(t) o ([ atopas ) ai

and now (7.6) follows from u(z) < p(x) + r(z). |
Corollary 7.4. If in Theorem 7.3 the function p(x) = 0, then u(z) = 0.

Corollary 7.5. If in Theorem 7.3 the function p(x) is nondecreasing
in [zg, 2o + a] and nonincreasing in [xg — a, o], then

/w:q(t)dtD for |z — 20| < a. (7.7)

u(z) < plz)exp (

Proof. Once again we shall prove (7.7) for zg < 2 < x¢ + a and for
xo—a < z < x¢ the proof is similar. Since p(z) is nondecreasing from (7.6)

we find

e |1+ [ ot esp ([ atras) ar
wal- [ 2eu( )]
() exp ( / m q(t)dt> .

Corollary 7.6. If in Theorem 7.3 functions p(x) = ¢y + c1|x — x| and
q(x) = ca, where ¢, ¢ and cp are nonnegative constants, then

u(x)

IA

u@) < <co+ ) exp(eale — zol) — L. (7.8)
C2 C2

Proof. For the given functions p(x) and ¢(x), in the interval [z, zo + a]
inequality (7.6) is the same as
x
wo}

C1 _
+ 7602 (:E m0)
C2 C2

x

u(z) < Co+01(1’7$0)+/ [co+Cl(t7x0)}62602(z7t)dt

Zo

x

=+ (J} — IQ) + {[CO +c1 (t — 1‘0)662(17” — 2662(170
o C2

= co+ e1(z—m0)— co— 1 (w—x0) + o) — a

C1 C1

_ ( ; ) exples(— ) — . W

C2 C2
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Finally, in this lecture we recall several definitions and theorems from
real analysis which will be needed in Lectures 8 and 9.

Definition 7.1. The sequence of functions {y,,(x)} is said to converge
uniformly to a function y(z) in the interval [, f] if for every real number
€ > 0 there exists an integer N such that whenever m > N, |y, (z)—y(z)| <
e for all z in [«, 3].

Theorem 7.7. Let {y,,(z)} be a sequence of continuous functions in
[, 8] that converges uniformly to y(x). Then y(z) is continuous in [a, G].

Theorem 7.8. Let {y(x)} be a sequence converging uniformly to
y(z) in [, 8], and let f(z,y) be a continuous function in the domain D
such that for all m and z in [, 8] the points (z, y.,(x)) are in D. Then

B B B
tiw [ fn(O)de = [l fe)d = [y

m—00

Theorem 7.9 (Weierstrass’® M-Test). Let {y,.(z)} be a se-
quence of functions with |y, (z)| < M,, for all z in [, 8] with >~ M,, <
oo. Then > °_ ym(x) converges uniformly in [a, 3] to a unique function
y().

Definition 7.2. A set S of functions is said to be equicontinuous in

an interval [a, 0] if for every given € > 0 there exists a 6 > 0 such that if
x1, 2 € (o, 0], |1 — 22| < 0 then |y(z1) — y(x2)| < € for all y(z) in S.

Definition 7.3. A set S of functions is said to be uniformly bounded
in an interval [o, §] if there exists a number M such that |y(z)] < M for
all y(z) in S.

Theorem 7.10 (Ascoli-Arzela Theorem). An infinite set
S of functions uniformly bounded and equicontinuous in [a, 3] contains a
sequence which converges uniformly in [, 3].

Theorem 7.11 (Implicit Function Theorem). Let f(z,v)
be defined in the strip T' = [a, 8] xR, and continuous in z and differentiable
iny, also 0 <m < fy(z,y) <M < oo for all (z,y) € T. Then the equation
f(z,y) = 0 has a unique continuous solution y(z) in [a, 5].

Problems

7.1. Show that the initial value problem

y' = flz,y), y(xo) = yo, ¥'(x0) = w1, (7.9)
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where f(z,y) is continuous in a domain D containing the point (z, yo), is
equivalent to the integral equation

a) = o+ (o —aom + [ " — 0 F (L y(0))dr.

Zo

7.2. Find the domains in which the following functions satisfy the
Lipschitz condition (7.3), also find the Lipschitz constants:

. Y .. x sy o 9 .
(i) L (ii) ek (iii) 22 cos?y + ysin® z.
(iv) |xy. v) y+[z]. (vi) 2%+ ay+ 1.

7.3. By computing appropriate Lipschitz constants, show that the fol-
lowing functions satisfy the Lipschitz condition in the given domains:

(i) xsiny+ycosz, |z|<a, |yl <0

(i) z%e ", 0<az<a, ly <oo.

(iii) x%e*v, |z|<a, |yl <b.

(iv) p(x)y+q(x), |z| <1, |y| < oo wherep(x)and g(x) are continuous

functions in the interval |z| < 1.

7.4. Show that the following functions do not satisfy the Lipschitz
condition (7.3) in the given domains:

Z'Sy
_ 0,0
0 fay={ drg @VFOD i <
0, (z,y)=1(0,0)
siny
.. , x#0
(i) f(z,y) = x szl <10 Y] < oo
0, =0

7.5. Let u(x) be a nonnegative continuous function in the interval
|z — z¢| < a, and C > 0 be a given constant, and

u(z) <

/ Cuo‘(t)dt’ , 0<ax<l.
zo

Show that for all z in |x — x| < a,
(-t
u(z) < [C(1—a)|lz — ol .

7.6. Let ¢p and ¢; be nonnegative constants, and u(x) and g(x) be
nonnegative continuous functions for all > 0 satisfying

u(z) < ep+c /ff q(t)u?(t)dt.

0
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Show that for all z > 0 for which cocy [ q(t)dt < 1,

-1

u(z) < co [1—%61 /0 ' q(t)dt}

7.7. Suppose that y = y(x) is a solution of the initial value problem
vy = yg(z,y), y(0) = 1 on the interval [0, §], where g(x, y) is a bounded and
continuous function in the (z,y) plane. Show that there exists a constant
C such that |y(z)| < e for all z € [0, 3].

*7.8. Suppose a >0, v > 0, ¢g, ¢1, co are nonnegative constants and
u(x) is a nonnegative bounded continuous solution of either the inequality

u(zr) < coe” ¥+ c1/ e @y (t)dt + 02/ e Mu(z +t)dt, = >0,
0 0

or the inequality

0 0
u(z) < coeo‘x—l—cl/ e"(r_t)u(t)dt—i—cz/ e'u(z +t)dt, z<0.
If o o
= 242 <,
p=_+ 5

then in either case, show that
w(@) < (1—B) Lege la= A=A ellzl,

*7.9. Suppose a, b, ¢ are nonnegative continuous functions on [0, o)
and u(z) is a nonnegative bounded continuous solution of the inequality

u(z) < a(r)+ /Ox b(z — t)u(t)dt + /000 c(tu(z+t)dt, x>0,

where a(x) — 0, b(z) — 0 as © — oo. If
/ b(t) + c()dt < 1,
0
then show that u(z) — 0 as x — oo.
7.10. Show that the sequence {nz/(nz+1)}, 0 < a < 1 converges

0, =0
1, O0<z< 1.

7.11. Show that the sequence {nz?/(nz+1)}, 0 < z < 1 converges
uniformly to the function f(x) = z. Further, verify that

1 2 1 2
1
lim " gy = / lim ——dy = -.
n—oo Jo nx +1 o n—oonx+1 2

pointwise to the function f(x) = {
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*7.12. Show the following:

(i) In the Ascoli-Arzela theorem (Theorem 7.10), the interval [a, 8] can
be replaced by any finite open interval (a, 3).

(i) The Ascoli-Arzela theorem remains true if instead of uniform bound-
edness on the whole interval (a, 8), we have |f(xo)| < M for every f € S
and some zg € (a, §).

Answers or Hints

7L (o) = yo+ (2 —wo)ys + 2 [[1, F(s.u(s)ds] dt

=yo+ (x — z0)y1 + [t i £(s, y(S))dSL — [ tf(ty())dt
0

=yo + (z —xo)y1 + [, (z =) f(t,y(t))dt.
7.2. (1) R?, 1. (ii) 2] < a, |y| < 0o, (3v/3/8)a. (iii) |2] < a, |y| < oo, a®+
1. (iv) |z| <a, |y| < o0, a. (v) R?, 1. (vi) |z| <a, |y| <b, 2a%b + a.
7.3. (i) a+ 1. (ii) max{2a®,2a*}. (iii) a®e*?. (iv) max_j<,<i [p()|.
7.4. (i) |f(z,y) = f(2,0)| = |2°y/ (=" +y?)| < Lly|, i.e., |2°/(z" +9?)| < L;
however, along the curve y = z? this is impossible. (ii) |f(x,y) — f(z,0)| =
|z~ siny| < L|y|; but, this is impossible.
7.5. For x € [xg,x0+a] let r(z) = f;o Cu®(t)dt so that r'(z) < C(r(x)+e€)?,
where € > 0 and r(zg) = 0. Integrate this inequality and then let € — 0.
7.6. Let r(z) = co + a1 fy q(t)u?(t)dt so that r'(z) < ciq(z)(r(z) + €)?,
where € > 0 and r(0) = ¢o. Integrate this inequality and then let € — 0.

7.7. Use Corollary 7.6.
7.10. Verify directly.
7.11. Verify directly.



Lecture 8

Picard’s Method
of Successive Approximations

We shall solve the integral equation (7.2) by using the method of suc-
cessive approximations due to Picard. For this, let yo(z) be any continuous
function (we often pick yo(x) = yo) which we assume to be the initial
approximation of the unknown solution of (7.2), then we define y; () as

yi(z) = yo+/x F(t,yo(t))dt.

We take this y; (z) as our next approximation and substitute this for y(x)
on the right side of (7.2) and call it yo(x). Continuing in this way, the
(m + 1)st approximation y,,+1(x) is obtained from y,,(z) by means of the
relation

Yms1 () = yo—i—/mf(t,ym(t))dt, m=012... (81

If the sequence {y,(z)} converges uniformly to a continuous function
y(z) in some interval J containing xo and for all z € J the points
(z,ym(x)) € D, then using Theorem 7.8 we may pass to the limit in both
sides of (8.1), to obtain

) = Jim gis(@) =g+ lim [ f(tum(O)dt=w+ [ fEy)at

m— 00

so that y(x) is the desired solution.

Example 8.1. The initial value problem 3’ = —y, y(0) = 1 is equivalent
to solving the integral equation

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 53
doi: 10.1007/978-0-387-71276-5_8, © Springer Science + Business Media, LLC 2008
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Let yo(z) = 1, to obtain

yi(x) = 1—/ dt = 1—=x
0

yo(x) = 1—/0x(1—t)dt = 1—x+%?
@) = Y (-1
i=0 ’

Recalling Taylor’s series expansion of e~*, we see that lim,,—co ym(x) =
e ®. The function y(z) = e ® is indeed the solution of the given initial
value problem in J = IR.

An important characteristic of this method is that it is constructive,
moreover bounds on the difference between iterates and the solution are
easily available. Such bounds are useful for the approximation of solutions
and also in the study of qualitative properties of solutions. The following
result provides sufficient conditions for the uniform convergence of the se-
quence {ym,(z)} to the unique solution y(z) of the integral equation (7.2),
or equivalently of the initial value problem (7.1).

Theorem 8.1. Let the following conditions be satisfied

(i) f(=x,y) is continuous in the closed rectangle S : |z—zo| < a, |[y—yo| < b

<
and hence there exists a M > 0 such that |f(z,y)| < M for all (z,y) € S,
(ii) f(z,y) satisfies a uniform Lipschitz condition (7.3) in S,
(i) yo(x) is continuous in |z — xg| < a, and |yo(x) — yo| < b.
Then the sequence {y,(x)} generated by the Picard iterative scheme (8.1)
converges to the unique solution y(x) of the initial value problem (7.1).
This solution is valid in the interval Jj, : |z — 29| < h = min{a,b/M}.
Further, for all x € Jj, the following error estimate holds:

ly(z) — ym(z)| < NeLhmin{L (L:L?m}, m=0,1,... (8.2)

where maxze, [y1(2) — yo(z)| < N.

Proof. First we shall show that the successive approximations Ym ()
defined by (8.1) exist as continuous functions in J; and (z,y,(x)) € S for
all x € Jp,. Since yo(x) is continuous for all z : |z — x¢| < a, the function

Fy(z) = f(x,yo(z)) is continuous in Jp, and hence y;(x) is continuous in
Jp. Also,

ly1(7) —yo| <

/ f(t,yo(t))ldt‘ < Mlz—a0o| < Mh < b

Zo
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Assuming that the assertion is true for y,,—1(z) (m > 2), then it is sufficient
to prove that it is also true for y,, (z). For this, since y,,,—1 () is continuous
in Jp, the function F,,_1(z) = f(z,ym—1(x)) is also continuous in Jj,.
Moreover,

[Ym () —yo| <

[ 1 @)lit| < M| < b
0

Next we shall show that the sequence {y,,(z)} converges uniformly in
Jp. Since y1(x) and yo(z) are continuous in Jp, there exists a constant
N > 0 such that |y;(x) — yo(x)] < N. We need to show that for all x € Jj
the following inequality holds:

(Ll — zo])™ "
(m—-1)!

For m = 1, the inequality (8.3) is obvious, further if it is true for m =
k > 1, then (8.1) and hypothesis (ii) give

[Ym () = ym—1(z)| < N m=1,2,.... (8.3)

k(@) —ye(z)] < Lt un(t)) — f(tvyk—l(t))ldt’
o "
< L[ - polen
_ _ k
. (e (el
k!
Thus, the inequality (8.3) is true for all m.
Next since
Llff—xol o (Lh)™ Lh
NZ <NZ = Nett < o,

m=0

from Theorem 7.9 it follows that the series
o0
z) + Z (Ym () — Ym-1(2))
m=1

converges absolutely and uniformly in the interval J,, and hence its partial
sums y1(z),y2(x),... converge to a continuous function in this interval,
ie., y(x) = limy,— oo Ym (). As we have seen earlier this y(x) is a solution
of (7.2).

To show that this y(z) is the only solution, we assume that z(x) is also
a solution of (7.2) which exists in the interval Jp and (z,z(z)) € S for all
x € Jp. Then hypothesis (ii) is applicable and we have
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ly(z) — z(2)] <

Ifty Jt.=(t >>|dt\ <L

0~ =0l

However, for the above integral inequality Corollary 7.4 implies that |y(z)—
z(x)| = 0 for all x € Jp, and hence y(x) = z(x) for all x € Jj.

Finally, we shall obtain the error bound (8.2). For n > m the inequality
(8.3) gives

_ - (L — o))
(@) =g @) <Y (@) —pe(@)] £ Y NEETO
k=m )

k=m
n—m—1
(Lh)*
< Lh)™
(8.4)
However, since 1/(m + k)! < 1/(m! k!) it follows that
n—m-—
Lh Lh)™
lyn (&) — g (@)] < N T
— !
and hence as n — oo, we get
Lh)™
(@)~ ym()] < N oo (85)
Inequality (8.4) also provides
[Yn(2) — ym () eth
and as n — oo, we find
[y() —ym(2)| < Net (8.6)

Combining (8.5) and (8.6) we obtain the required error bound (8.2). |

Theorem 8.1 is called a local eristence theorem since it guarantees a
solution only in the neighborhood of the point (zg, yo).

Example 8.2. Consider the initial value problem
y o= 1+y% y0) =0 (8.7)

for which the unique solution y(xz) = tanz exists in the interval (—m/2,
7/2). To apply Theorem 8.1 we note that (i) the function 1+y? is continuous
in the rectangle S : |z| < a, \y| <b,and 1 +y? <1+ b% = M; (ii) in the
rectangle S the function 1+ > satisfies (7.3) with L = 2b; and (iii) yo(z) =
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0 is continuous in |z| < a and |yo(z)| < b. Thus, there exists a unique
solution of (8.7) in the interval |z| < h = min{a,b/(1 + b?)}. However,
since b/(1+b%) < 1/2 (with equality for b = 1) the optimum interval which
Theorem 8.1 can give is |z| < 1/2. Further, the iterative scheme (8.1) for
the problem (8.7) takes the form

pia@) = ot [ EO® w@) =0 m=01. (8
0
From (8.8) it is easy to obtain y;(z) = x, y2(x) = z+23/3. Thus, the error
bound (8.2) with b=1, h = 1/2 and m = 2 gives
23

tanx —x — —

3

Obviously, in (8.9) the right side is too crude.

If the solution of the initial value problem (7.1) exists in the entire
interval | — x| < a, we say that the solution exists globally. The following
result is called a global existence theorem.

Theorem 8.2. Let the following conditions be satisfied:

(i)  f(zx,y) is continuous in the strip T : |z — 20| < a, |y| < oo,
(ii) f(z,y) satisfies a uniform Lipschitz condition (7.3) in T,
(i) yo(x) is continuous in |z — x| < a.

Then the sequence {y,,(x)} generated by the Picard iterative scheme (8.1)
exists in the entire interval |x—xg| < a, and converges to the unique solution
y(x) of the initial value problem (7.1).

Proof. For any continuous function yo(z) in |z—z¢| < a an easy inductive
argument establishes the existence of each y,,(z) in |z — 29| < a satisfying
|ym ()] < co. Also, as in the proof of Theorem 8.1 it is easy to verify that
the sequence {y,(z)} converges to y(z) in |z — x¢| < a (replacing h by a
throughout the proof and recalling that the function f(z,y) satisfies the
Lipschitz condition in the strip T'). |

Corollary 8.3. Let f(x,y) be continuous in IR? and satisfy a uniform
Lipschitz condition (7.3) in each strip T, : |z| < a, |y| < oo with the
Lipschitz constant L,. Then the initial value problem (7.1) has a unique
solution which exists for all x.

Proof. For any z there exists an a > 0 such that |z — x| < a. Since,
the strip 7' is contained in the strip T, |, the function f(z,y) satisfies
the conditions of Theorem 8.2 in the strip 7. Hence, the result follows for
any x. |
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Problems

8.1. Compute the first few Picard’s iterates with yo(z) = 0 for the
initial value problem y' = zy + 2z — 23, y(0) = 0 and show that they
converge to the solution y(x) = 2 for all .

8.2. For the following initial value problems compute the first three
iterates with the initial approximation yo(z) = x:

() y=2-y>—1, y(0)=0.
(i) ¥ =(x+2y)/2x+y), y(1)=1
(iii) v =2>+y? y(0)=0.

8.3. Discuss the existence and uniqueness of the solutions of the fol-
lowing initial value problems:

(i) ¢ =1+y*3 y(0)=0.

ii) ¢ =sin(zy), y(0)=1.

i) y' = (z+y)?y?, y(0) =1L
iv) y=e"+2a/y, y(0)=1.

A~ o~
—

8.4. Show that the following initial value problems possess a unique
solution for all real x:

(i) v +p(x)y = q(x), y(xo) = yo, where p(x) and ¢(z) are continuous in
R.

(ii) ¢ = p(x)f(cosy) + q(x)g(siny), y(xo) = yo, where p(x) and q(z)
are continuous in IR, and f and ¢ are polynomials of degree m and n,
respectively.
(iii) ¥ =y’ (L+y*)" ! +2%cosy, y(zo) = o
(iv) o = (cosz)e ¥ +siny, y(z0) = yo-

8.5. Show that the initial value problem

/

y = (¢® —y®)siny +y’cosy, y(0) = 0
has a unique solution y(x) = 0 in the closed rectangle S : |z| < a, |y| < b.

8.6. Show that Theorem 8.1 guarantees the existence of a unique
solution of the initial value problem 3y’ = €%, y(0) = 0 in the interval
(—1/2e,1/2€). Also, solve this problem and verify that the solution exists
in a larger interval.

8.7. The function f(z,y) = (tanz)y+ 1 is continuous in the open strip
|z| < 7/2, |y| < co. Solve the initial value problem ¢’ = (tanxz)y + 1, y(0)
=1 and verify that the solution exists in a larger interval (—3w/2,7/2).
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8.8. Let f1(z) and fa(y) # 0 be continuous in |z —zo| < a, |y—yo| < b,
respectively. Show that the initial value problem y' = f1(z)f2(y), y(zo) =
yo has a unique solution in the interval |x — 2| < h where h < a.

8.9. Consider the DE (3.1), where the functions M, N are continuous
and having continuous partial derivatives M,, N, in the rectangle S :
|z — xo] < a, |[y—1yo| <b(0<a, b<oo). Suppose that N(x,y) # 0 for
all (z,y) € S and the condition (3.4) holds. Show that the initial value
problem (3.1), (1.10) has a unique solution in the interval |x — zo| < h
where h < a.

8.10. If f(z,y) has continuous partial derivatives of all orders in a do-
main D, then show that the mth Picard’s approximation y,, (x) of the initial
value problem (7.1) has the same value and the same derivatives up to order
m at xg as the true solution.

8.11. Let f(x,y) be continuously p > 0 times differentiable with respect
to z and y. Show that every solution of the DE (1.9) is continuously p + 1
times differentiable with respect to x.

8.12. Consider the initial value problem

y(l—2z), >0
y2x—1), <0 (8.10)

is the unique continuous (but not differentiable at 2 = 0) solution of (8.10)
which is valid for all x.

8.13. Let the conditions of Theorem 8.1 be satisfied. Show that the
successive approximations

x

Ym1(x) = yo—l—(x—xo)yl—i—/ (z=t)f(t,ym(t))dt, m=0,1,... (8.11)

Zo

with the initial approximation yo(z) = yo converge to the unique solution
of the initial value problem (7.9) in the interval Jy : |z — xzo| < h =
min{a, b/M; }, where My = |y1| + Ma/2.
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Answers or Hints

8.1. yp(z) =12%— 22"tV /[4.6.8---2(m + 1)].

8.2. (i) —x,—x,—z. (i) z, =, . (iii) 22%/3, (23/3) + (427/63), (23/3) +
(27/63) + (821 /2079) + (1625 /59535).

8.3. (i) Unique solution 3(y'/? — tan='y!/3) = 2. (ii) Global unique
solution. (iii) Local unique solution. (iv) Local unique solution.

8.4. Apply Corollary 8.3.

8.5. The function (z* —y?)siny +y? cos y satisfies the Lipschitz condition
(7.3) for all (x,y) € S.

8.6. The solution y(z) =1Inl/4/(1 — 2x) exists for all x € [-1/2,1/2].

8.7. The solution y(z) = tan[(x/2) + (7/4)] exists in the interval (—37/2,
w/2).

8.8. The function G(y) = y’“; dt/ fa(t) = f;; f1(s)ds exists and it is con-
tinuous and monotonic as long as |y — yo| < b.

8.9. From (3.3), u(z,y) = u(zo, yo). Now use implicit function theorem.

8.10. yo(zo) = yo = y(zo), yi(ﬂﬂ)a: f(x,yo(x)), yia(fo) = f(z0,yo(70))
f(@o,90) = ¥/ (o), ¥(wo) = FE(x0,v1(x0)) + yg(fﬂoﬂl(xo))y/l(xo)
’y//(ivo).

8.11. Use ¢'(z) = f(z,y(z)).

8.12. Verify directly.

8.13. The proof is similar to that of Theorem 8.1.



Lecture 9

Existence Theorems

As promised in Lecture 7, here we shall prove that the continuity of
the function f(x,y) alone is sufficient for the existence of a solution of the
initial value problem (7.1).

Theorem 9.1 (Peano’s Existence Theorem). Let f(z,y) be
continuous and bounded in the strip T': |z — 9] < a, |y| < oco. Then the
initial value problem (7.1) has at least one solution in |z — z¢| < a.

Proof. We shall give the existence proof in the interval [zq, = + a], and
its extension to [zg — a, x| is immediate. We define a sequence of functions
{ym(z)} by the scheme

a
ym(x) = o, o< <a0+ —
m

z—(a/m)
(@) = w+ [ St o+ kS <o <a+ (k)2
20 m m
k=1,2,....,m—1.
(9.1)
The first equation defines y,,(z) in [xg,zo + a/m]; then the second equa-
tion defines y,,(x) at first in [zg + a/m,zo + 2a/m] and then in [xy +
2a/m, xg + 3a/m] and so on. Since f(z,y) is bounded in T, we can assume
that |f(z,y)] < M for all (z,y) € T. Now for any two points x1,z2 in
[0, o + a], we have

|Ym (22) = ym (1)
=0 if xy,20 € [Jﬁo,l‘o+g]
m

zo2—(a/m) a
= / FEym(t))dt] < M’xg———xo‘ < M|zg — x|
o m
if 1€ [l‘o,l‘o + g} , T2 € [330 + kg,l‘o + (k+ l)g}
m m m
z2—(a/m)
= / f,ym(t))dt] < Mlxg — 21| otherwise.
z1—(a/m)

Thus, it follows that

[Ym (22) — ym(21)] < M|zo — 21|, 1,22 € [T0, 20 + a.

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 61
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Hence, |ym(22) — ym(z1)] < € provided |zy — 21| < ¢/M = §; ie., the
sequence {y.,(x)} is equicontinuous. Moreover, for all x € [zg,zo + al,
we have

a
[y @)] < ol + M |o = = 0| < [yl + Ma,

i.e., the sequence {y,,(x)} is uniformly bounded in [zg, z¢ + a]|. Therefore,
from Theorem 7.10 the sequence {y,,(x)} contains a subsequence {ym, ()}
which converges uniformly in [z, z¢ + a] to a continuous function y(x). To
show that the function y(x) is a solution of the initial value problem (7.1),
we let p — oo in the relation

@) = ot [ 1@t [ g, )

a/mp)

Since f(x,y) is continuous and the convergence is uniform, in the first inte-
gral we can take the limit inside the integral sign to obtain f;ﬁ ft,y(t))dt.
The second integral does not exceed M(a/m,) and hence tends to zero.
Thus, y(x) is a solution of the integral equation (7.2). |

Corollary 9.2. Let f(z,y) be continuous in S, and hence there exists
a M > 0 such that |f(x,y)| < M for all (z,y) € S. Then the initial value
problem (7.1) has at least one solution in Jj.

Proof. The proof is the same as that of Theorem 9.1 with some obvious
changes. |

Example 9.1. The function f(x,y) = 3/ is continuous for all (z,y) in
R%. Thus, from Corollary 9.2 the initial value problem ¢/ = y%/3, y(0) =0
has at least one solution in the interval |z| < h = min{a, b'/3}. However,
we can choose b sufficiently large so that h = a. Hence, the given problem
in fact has at least one solution for all z in R.

Next for a given continuous function f(z,y) in a domain D, we need
the following definition.

Definition 9.1. A function y(z) defined in J is said to be an e-
approzimate solution of the DE ¢y’ = f(x,y) if (i) y(x) is continuous for all
x in J, (ii) for all € J the points (z,y(z)) € D, (iii) y(x) has a piecewise
continuous derivative in J which may fail to be defined only for a finite
number of points, say, z1,xa,...,2k, and (iv) |y’ (z) — f(z,y(z))| < € for
alxe J, x#£z;, i=1,2,...,k.

The existence of an e-approximate solution is proved in the following
theorem.

Theorem 9.3. Let f(x,y) be continuous ig? and hence there exists a
M > 0 such that |f(x,y)| < M for all (z,y) € S. Then for any € > 0, there
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exists an e-approximate solution y(z) of the DE ¢y’ = f(z,y) in the interval
Jn, such that y(zo) = yo.

Proof. Since f(z,y) is continuous in the closed rectangle S, it is uni-
formly continuous in this rectangle. Thus, for a given € > 0 there exists a
6 > 0 such that

[f(z,y) = f(z1,91)] < e (9.2)

for all (x,%), (1,y1) in S whenever |z — 1| < 6 and |y — y1| < 6.

We shall construct an e-approximate solution in the interval o < x <

o + h and a similar process will define it in the interval xg — h < z < zg.

For this, we divide the interval zq < x < xg + h into m parts zg < 1 <
- < &y, = xo + h such that

T — w1 < min{(S,J\Z}, i=1,2,...,m. (9.3)

Next we define a function y(z) in the interval xg < z < xg + h by the
recursive formula

y(@) = y(zi-1)+(@—zi-1) f (@i, y(@i-1)), zici Sz <, i=1,2,...,m.
(9.4)
Obviously, this function y(z) is continuous and has a piecewise contin-
uous derivative ¢/ (z) = f(zi—1,y(xi—1)), im1 <z < x4, 1= 1,2,...,m
which fails to be defined only at the points x;, + = 1,2,...,m — 1. Since
in each subinterval [x;_1,%;], ¢ = 1,2,...,m the function y(x) is a straight
line, to prove (z,y(z)) € S it suffices to show that |y(x;) — yo| < b for all
i=1,2,...,m. For this, in (9.4) let i = 1 and « = z; to obtain

ly(z1) —vo| = (¥1 —x0)[f(w0,%0)] < Mh < 0.

Now let the assertion be true for ¢ = 1,2,...,k — 1 < m — 1, then from
(9.4), we find
y(x1) —yo = (21— 20)f (20, Y0)
y(z2) —y(z1) = (22 —z1)f(z1,y(z1))
y(or) —y(ze—1) = (o —2p—1)f(@r-1,y(TR-1))
and hence,

k
y(@r) —yo = Y (w0 — o-1) f(@eo1,y(ze-1)),
(=1

which gives

k

ly(zk) — ol < Z(Sﬂz—iﬂefl)M = M(zp —x0) < Mh < b.
=1
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Finally, if z;_1 < = < z; then from (9.4) and (9.3), we have

)
ly(z) —y(wi—1)| < Mz —2; 1] < M- = d

and hence from (9.2), we find

' (@) = f(z,y(@)] = |f(zi-1,y(@i-1)) — fz,y(2))] < €

forallz € Jy, © # x;, i = 1,2,...,m—1. This completes the proof that y(x)
is an e-approximate solution of the DE 3’ = f(x,y). This method of con-
structing an approximate solution is known as Cauchy—FEuler method. |

Now we restate Corollary 9.2, and prove it as a consequence of Theo-
rem 9.3.

Theorem 9.4 (Cauchy—Peano’s Existence Theorem). Let
the conditions of Theorem 9.3 be satisfied. Then the initial value problem
(7.1) has at least one solution in Jp,.

Proof. Once again we shall give the proof only in the interval zy <
x < xg + h. Let {€,,} be a monotonically decreasing sequence of positive
numbers such that ¢,,, — 0. For each ¢,, we use Theorem 9.3 to construct an
e-approximate solution y,,(z). Now as in Theorem 9.1, for any two points
x and x* in [zg, zo + h] it is easy to prove that

Ym (2) = ym(z")| < Mlz — 27|

and from this it follows that the sequence {y.,(x)} is equicontinuous. Fur-
ther, as in Theorem 9.3 for each x in [z, z¢ + h], we have |y, (z)| < |yo| + b,
and hence the sequence {y,,(x)} is also uniformly bounded. Therefore,
again Theorem 7.10 is applicable and the sequence {y,,(z)} contains a sub-
sequence {¥,, (x)} which converges uniformly in [z¢, 7o +h] to a continuous
function y(x). To show that the function y(z) is a solution of (7.1), we define

em(x) = y,,(x)— f(x,ym(z)), at the points where y/ (z) exists

= 0, otherwise.

Thus, it follows that

X

Ym(@) = 0+ / [ty (1)) + em(B)]dt (9.5)

Zo

and |e,, (2)| < €. Since f(x,y) is continuous in S and yy,, (x) converges
to y(z) uniformly in [xo,z0 + h], the function f(z,ym,(x)) converges to
f(x,y(x)) uniformly in [zg, 20 + h]. Further, since €,,, — 0 we find that
l€m,, (x)| converges to zero uniformly in [z, 2 + h]. Thus, by replacing m
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by m, in (9.5) and letting p — oo, we find that y(z) is a solution of the
integral equation (7.2). |

Corollary 9.2 essentially states the following: If in a domain D the
function f(z,y) is continuous, then for every point (zg,yo) in D there is
a rectangle S such that (7.1) has a solution y(x) in Jj,. Since S lies in D,
by applying Corollary 9.2 to the point at which the solution goes out of S,
we can extend the region in which the solution exists. For example, the
function y(z) = 1/(1 — ) is the solution of the problem ¢y’ = 32, y(0) = 1.
Clearly, this solution exists in (—oo, 1). For this problem

S:|z|<a, ly—1<b M = maxy® = (1+0b)?

and h = min{a, b/(1 + b)?}. Since b/(1+ b)? < 1/4 we can (independent of
the choice of a) take h = 1/4. Thus, Corollary 9.2 gives the existence of a
solution y (z) only in the interval |z| < 1/4. Now consider the continuation
of y1(x) to the right obtained by finding a solution ys(x) of the problem
y' =42, y(1/4) = 4/3. For this new problem S : |z—1/4| < a, |y—4/3| < b,
and maxgy® = (4/3+b)%. Since b/(4/3+b)? < 3/16 we can take h = 3/16.
Thus, y2(x) exists in the interval |x—1/4| < 3/16. This ensures the existence

of a solution
{ yi(z), —1/4<z<1/4

y(@) = yo(z), 1/4<x<7/10

in the interval —1/4 < z < 7/16. This process of continuation of the solution
can be used further to the right of the point (7/16,16/9), or to the left of
the point (—1/4,4/5). In order to establish how far the solution can be
continued, we need the following lemma.

Lemma 9.5. Let f(z,y) be continuous in the domain D and let
supp | f(z,y)] < M. Further, let the initial value problem (7.1) has a solu-
tion y(z) in an interval J = («, 3). Then the limits lim, . ,+ y(z) = y(a+0)
and lim,_, 3 y(x) = y(8 — 0) exist.

Proof. For a <z < x5 < 3, integral equation (7.2) gives that

T2

ly(z2) —y(x1)| < / |F (@t y(@)]dt < Mlzy — 4.

x1
Therefore, y(z3) — y(z1) — 0 as 1,29 — a. Thus, by the Cauchy cri-
terion of convergence lim,_,,+ y(z) exists. A similar argument holds for
lim,_,g- y(x). |

Theorem 9.6. Let the conditions of Lemma 9.5 be satisfied and let
(B,y(8—0)) € D ((o,y(+0)) € D). Then the solution y(z) of the initial
value problem (7.1) in («, 5) can be extended over the interval (o, +
7] ([a = 7, 8)) for some v > 0.
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Proof. We define the function y;(z) as follows: yi(z) = y(x) for z €
(o, B) and y1(B8) = y(B8 — 0). Then since for all = € (a, f]

yw—m+4ﬁmmww

y1(z)

Jé] T
%+/f@w@W+Af@m@W

Yo + / f(t,y1(t))dt,

the left-hand derivative y (8 — 0) exists and y] (8 —0) = f(8,y1(8)). Thus,
y1(x) is a continuation of y(z) in the interval (a,(]. Next let y2(x) be a
solution of the problem y' = f(z,y), y(3) = y1(8) existing in the interval
(8,8 + 7], then the function

_ yl(x)’ T e (Oé,ﬁ]
y(a) = { ya(z), €[B,8+7)

is a continuation of y(x) in the interval (o, 8 + ~]. For this, it suffices to
note that

yolz) = m41/xfwyAQMt (9.6)

for all z € (o, B8 + 7]. In fact (9.6) is obvious for all z € (a, f] from the
definition of y3(z) and for = € [3, 8 + 7|, we have

ya(2) Mﬂm+éﬁm%@wt

Jé] T
m+/fwmww+4fm%mw

Yo + /w f(t,ys(t))dt.

Problems

9.1. Let f(z,y) be continuous and |f(x,y)| < ¢1+ca|y|® for all (z,y) €
T : |z — x| < a, |y < co where ¢; and c¢o are nonnegative constants
and 0 < a < 1. Show that the initial value problem (7.1) has at least one
solution in the interval |z — x¢| < a.

9.2. Let f(x,y) be continuous and satisfy the Lipschitz condition (7.3)
in a domain D. Further, let y;(z), i = 1,2 be ¢;-approximate solutions of
the DE ¢y’ = f(x,y) in J and z( € J. Show that for all x € J

€1 1 €2 €1+ €2

) exp(Llx — aof) - 1.

1 () — 1) < Om@d—yﬂmﬂ+
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9.3. Show that the solution of the problem 3’ = —z/y, y(0) = 1 cannot
be extended beyond the interval —1 < z < 1.

9.4. Show that the solution of the problem y’ = 32, y(0) = 2 is ex-
tendable only to the interval —oo < z < 1/2.

9.5. Show that the solution of the problem y’ = 2xy?, y(0) = 1 exists
only in the interval |z| < 1.

9.6. Show that the solution of the problem 3’ = 1+y2, y(0) = 1 cannot
be extended beyond the interval —37/4 < z < 7/4.

9.7. Find the maximum interval in which the solution of the problem
y' + (sinx)y? = 3(zy)?, y(0) = 2 can be extended.

9.8. Find the maximum interval of existence of solutions of 3’ +
3y*/3 sina = 0 satisfying (i) y(7/2) = 0, (ii) y(7/2) = 1/8, and (iii) y(7/2)
=8.

9.9. Solve the initial value problem
yy' —32*(1+y%) = 0, y(0) = 1.

Find also the largest interval on which the solution is defined.

Answers or Hints

9.1. In the rectangle S : |z —xo| < a, l[y—yo| < b, |f(2,9)| < c1+ea(|yo| +
b)* = K. Note that b/K — oo as b — oc.

9.2. For z > zo, |yi(z) — f(z,yi(x))| < €, i =1,2 yields |y;(z) — yi(x0) —
f;o f(t,yi(t)dt] < e;(x —x0). Now use |p — g| < |p| + |¢| and Corollary 7.6.

9.3. Although the solution y(x) = v/1 — 22 is defined on [~1,1] its deriva-
tive is not defined at z = +1.
)=2/(1-—2z).
9.5. The solution is y(z) = 1/(1 — z?).
9.6. The solution is y(z) = tan(z + 7/4).

9.7. The solution is y(z) = 1/[(3/2) — cosz — 23], which is defined in
(—00,0.9808696 - - -).

9.8. (i) The solution is y(z) = 0, which is defined on IR. (ii) The solution
is y(z) = 1/(2 — cos z)?, which is defined on IR. (iii) The solution is y(z) =
1/[(1/2) — cos z]®, which is defined in (7/3,57/3).

1/2
9.9. y= (262‘"”3 — 1) , T > (%ln%)l/s.

9.4. The solution is y(x



Lecture 10

Uniqueness Theorems

In our previous lectures we have proved that the continuity of the func-
tion f(z,y) in the closed rectangle S is sufficient for the existence of at
least one solution of the initial value problem (7.1) in the interval Jj, and
to achieve the uniqueness (i.e., existence of at most one solution) some
additional condition on f(z,y) is required. In fact, continuous functions
f(z,y) have been constructed (see Lavrentev [30], Hartman [20]) so that
from any given point (zg,yo) the equation y' = f(z,y) has at least two
solutions in every neighborhood of (xg,yo). In Theorem 8.1 this additional
condition was assumed to be the Lipschitz continuity. In the following, we
shall provide several such conditions which are sufficient for the uniqueness
of the solutions of (7.1).

Theorem 10.1 (Lipschitz Uniqueness Theorem). Let

f(x,y) be continuous and satisfy a uniform Lipschitz condition (7.3) in S.
Then (7.1) has at most one solution in |z — zo| < a.

Proof. In Theorem 8.1 the uniqueness of the solutions of (7.1) is proved
in the interval Jj; however, it is clear that J; can be replaced by the interval
| — xo| < a. |

Theorem 10.2 (Peano’s Uniqueness Theorem). Let f(z,v)
be continuous in Sy : g <z < g+ a, |y — yo| < b and nonincreasing in
y for each fixed z in 9 < x < xg + a. Then (7.1) has at most one solution
inxg<zxz<zxo+a.

Proof. Suppose y(x) and ys(x) are two solutions of (7.1) in zy <
r < x¢ + a which differ somewhere in z¢g < z < 2o + a. We assume that
yo(x) > m(z) in 1 < ¢ < 21 + € < 2 + a, while y1(z) = ya(z) in
xo < x < x1, i.e., z1 is the greatest lower bound of the set A consisting of
those x for which ya(z) > y1(x). This greatest lower bound exists because
the set A is bounded below by xg at least. Thus, for all z € (z1,x1 + €)
we have f(x,y1(z)) > f(x,y2(2)); ie., yi(x) > y5(x). Hence, the function
z(z) = ya2(x) — y1(x) is nonincreasing, since if z(z1) = 0 we should have
z(z) < 0 in (21,21 + €). This contradiction proves that y;(z) = y2(x) in
o < x <z +a. [ |

Example 10.1. The function |y|'/2sgn y, where sgn y = 1 if y > 0,
and —1 if y < 0 is continuous, nondecreasing, and the initial value problem
v = |y|*/?sgn y, y(0) = 0 has two solutions y(z) = 0, y(x) = 22/4 in the

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 68
doi: 10.1007/978-0-387-71276-5_10, © Springer Science + Business Media, LLC 2008
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interval [0, 00). Thus, in Theorem 10.2 “nonincreasing” cannot be replaced
by “nondecreasing.”

For our next result, we need the following lemma.

Lemma 10.3. Let w(z) be continuous and increasing function in the
interval [0, 00), and w(0) = 0, w(z) > 0 for z > 0, with also

lim/ = _ (10.1)

e—0t Jo w(z)

Let u(x) be a nonnegative continuous function in [0, a]. Then the inequality
u(z) < / w(u(t))dt, 0<z<a (10.2)
0

implies that u(xz) =0 in [0, a].

Proof. Define v(z) = maxg<;<, u(t) and assume that v(z) > 0 for
0 < z < a. Then u(z) < v(x) and for each x there is an 27 < x such that
u(x1) = v(x). From this, we have

(@) = u(zy) < /Ox wlu(t))dt < /Omw(v(t))dt;

i.e., the nondecreasing function v(x) satisfies the same inequality as u(z)
does. Let us set

then 7(0) = 0, v(z) < v(z), V' (z) = w(v(z)) < ww(z)). Hence, for 0 <

0 < a, we have
a -/
/ Lx)dx <a-90 < a.
5

w@(r))

However, from (10.1) it follows that

A w?;fg))d”” - [ o T0=c 0=o

becomes infinite when € — 0 (§ — 0). This contradiction shows that v(z)
cannot be positive, so v(z) =0, and hence u(z) = 0 in [0, a]. |

Theorem 10.4 (Osgood’s Uniqueness Theorem). Let
f(z,y) be continuous in S and for all (z,y;), (z,y2) € S it satisfies

|f(z,91) = f(z,92)] < w(yr — ya2l), (10.3)

where w(z) is the same as in Lemma 10.3. Then (7.1) has at most one
solution in |z — x¢| < a.
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Proof. Suppose y1(x) and y2(z) are two solutions of (7.1) in |z — x| < a.
Then from (10.3) it follows that

ly1(7) — yo(x)| <

[ wlln@) - o).
Zo
For any z in [zg,xo + a], we set u(z) = |y1 (20 + x) — y2(xo + x)|. Then the
nonnegative continuous function u(x) satisfies the inequality (10.2), and
therefore, Lemma 10.3 implies that u(z) = 0 in [0, a], i.e., y1(z) = y2(z) in
[0, zo+al. If 2 is in [xg—a, zo), then the proof remains the same except that
we need to define the function u(x) = |y1(zg —2) —y2(zo—z)| in [0,a]. B

For our next result, we shall prove the following lemma.

Lemma 10.5. Let u(x) be nonnegative continuous function in |z—zq| <
a, and u(zg) = 0, and let u(x) be differentiable at x = xg with «/(z¢) = 0.

Then the inequality
/ u(t)dt’ (10.4)

ulxr) <
()7 Ot—l‘o

implies that u(x) =0 in |z — z¢| < a.

Proof. It suffices to prove the lemma only for 2y < = < zg + a. We

define N .
v(z) = / u(t) dt.

Of—l‘o

This integral exists since

lim uz) u'(xg) = 0.
z>z0 T — T

Further, we have
) - M) @)
r — X T — X0
and hence d/dz[v(x)/(z — xo)] < 0, which implies that v(z)/(z — x0) is
nonincreasing. Since v(zg) = 0, this gives v(x) < 0, which is a contradiction
to v(z) > 0. So, v(z) = 0, and hence u(z) =0 in [xg, 2o + a. |

Theorem 10.6 (Nagumo’s Uniqueness Theorem). TLet
f(x,y) be continuous in S and for all (z,y1), (z,y2) € S it satisfies

|f(x,y1)—f(x,yg)| < k‘x_x0|_1|y1_y2|a x;él'o, k<1 (105)

Then (7.1) has at most one solution in |z — zo| < a.

Proof. Suppose y;(x) and y2(z) are two solutions of (7.1) in |z —x¢| < a.
Then from (10.5) it follows that

[ 1= ne) = watolat]

Zo

ly1(7) — ()| <
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We set u(z) = |y1(z) — y2(2)|; then the nonnegative function u(x) satisfies
the inequality (10.4). Further, since u(z) is continuous in |z — zo| < a, and
u(xo) = 0, from the mean value theorem we have

u(xo + h) — u(zo)

u'(zg) = lim

h—0 h
i [91(@0) + i (@o 1+ 01h) — g (o) — hys( + 02h)
h—0 h 5

0< 91, 0y <1
= (sgn h) }llii%|y/1(l‘0+91h)—yé(l‘o—i—egh” = 0.

Thus, the conditions of Lemma 10.5 are satisfied and u(x) = 0, i.e., y1(x) =
yo(z) in |z — x| < a. |

Example 10.2. It is easy to verify that the function

0 0<z<1, y<0

1
flz,y) = A+ 0<z<1, O<y<a'te, €>0
x

(1+ez¢ 0<z<1, 2Mte<y

is continuous and satisfies the condition (10.5) (except k = 1 +¢ > 1)

in S :[0,1] x R. For this function the initial value problem (7.1) with
(w0,y0) = (0,0) has an infinite number of solutions y(z) = cz'*¢, where ¢
is an arbitrary constant such that 0 < ¢ < 1. Thus, in condition (10.5) the
constant k < 1 is the best possible, i.e., it cannot be replaced by k > 1.

Theorem 10.7 (Krasnoselski-Krein Uniqueness Theo-

rem). Let f(x,y) be continuous in S and for all (z,y1), (z,y2) € S it
satisfies

|f (2, 01) — flz,92)| < klz—x0| M ys —wal, z#x0, E>0 (10.6)

‘f(xayl) - f(xay2)| < C|y1 - yQ‘Oéa C> 0, 0<a<l, k(l - Oé) <L
(10.7)
Then (7.1) has at most one solution in |z — z¢| < a.

Proof. Suppose 31 (x) and y2(z) are two solutions of (7.1) in |z —zo| < a.
We shall show that y; () = y2(z) only in the interval [z, z¢ + a]. For this,
from (10.7) we have

u(w) = o)~ @) < [ Cu(o
o
and hence Problem 7.5 gives that

u(w) < [C0-a) — 2" < (Ol —ap)]
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Thus, the function v(z) = u(z)/(z — x0)* satisfies the inequality
0 < v(z) < CU 7 (g — o))"k, (10.8)

Since k(1—a) < 1, it is immediate that lim,_,,, v(z) = 0. Hence, if we define
v(xg) = 0, then the function v(x) is continuous in [zg, 2o + a]. We wish to
show that v(z) = 01in [z, zo+a]. If v(x) > 0 at any point in [zg, xo+a], then
there exists a point z1 > z such that 0 < m = v(z1) = max; <z<zo+a V().
However, from (10.6) we obtain

m = @) < (ml—mo)_k/zl k(t — o)~ Lu(t)dt

0

< (z1—x0) 7" /901 E(t — xo)* Lo (t)dt

0

z1
< m(z — xo)_k/ k(t — xzo)*Lat

0
= m(zy —z0) F(x1 —20)" = m,
which is the desired contradiction. So, v(z) = 0, and hence u(z) = 0 in
[z0, 0 + a. |

Theorem 10.8 (Van Kampen Uniqueness Theorem). Let
f(x,%) be continuous in S and for all (z,y) € S it satisfies

[f(z9)] < Alz —20f’, p>-1, A>0. (10.9)
Further, let for all (z,y;), (7,y2) € S it satisfies

|f(@,91) — f(z,92)] < B ly1 —v2|? ¢>1, C>0 (10.10)

|z — g
with ¢(1+p) —r=p, p=C(24)771/(p+1)? < 1. Then (7.1) has at most
one solution in |z — z¢| < a.

Proof. Suppose y;(z) and yo(x) are two solutions of (7.1) in |z — | < a.
We shall show that y;(z) = y2(z) only in the interval [zo — a, zo]. For this,
from (10.9) we have

IN

w@) = [yi(z) - ya()]

/ P (1) -t al0)))de

§ 2A/ (IL’O — t)pdt =

_ p)ptl
p+1(x0 )P

Using this estimate and (10.10), we obtain

() < c/jo ﬁm(t)dt

24 \7 [* 24
C — et —rgy — — 7)pt1
N <p+1> /x (ro=1) P\ps1) @02
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Now using this new estimate and (10.10), we get

2A

Continuing in this way, we find

m [ 24
u(z) < p1+q+q2+“'+q (]94’1) (xg — )P, m=1,2,....

Since ¢ > 1 and p < 1, it follows that u(z) = 0 in |z¢ — a, zg]. |

Problems

10.1. Consider the initial value problem

4 3
y = flz,y) = 3341:7_’_3;2 (z,y) # (0,0)

0, (z,y)=1(0,0) (10.11)

Show that the function f(z,y) is continuous but does not satisfy the Lips-
chitz condition in any region containing the origin (see Problem 7.4). Fur-
ther, show that (10.11) has an infinite number of solutions.

10.2. Given the equation 3y’ = xg(z,y), suppose that g and dg/dy are
defined and continuous for all (z,y). Show the following:

(i)  y(x) =0 is a solution.
(i) Ify = y(x), « € (a,B) is a solution and if y(z9) > 0, o € (a, F),
then y(x) > 0 for all z € (a, ).

(iii) If y = y(z), = € (o, B) is a solution and if y(xo) < 0, xo € (o, B),
then y(z) < 0 for all z € (o, ).

10.3. Let f(z,y) be continuous and satisfy the generalized Lipschitz
condition

If(z, 1) — f(z,92)] < L(x)|y1 — yo

for all (z,v1), (x,92) in S, where the function L(x) is such that the integral
ffooja L(t)dt exists. Show that (7.1) has at most one solution in |z—z| < a.

a

10.4. Give some examples to show that the Lipschitz condition in
Theorem 10.1 is just a sufficient condition for proving the uniqueness of the
solutions of (7.1) but not the necessary condition.
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10.5. Let f(z,y) be continuous in Sy and for all (z,y1), (x,y2) in S+
with yo > y; satisfy one sided Lipschitz condition

f(x,y2) — f(w,1) < Lya —y1).

Show that (7.1) has at most one solution in z¢ < z < xg + a.

10.6. Let f(z,y) be continuous in S_ : 29 —a <z < o, |y —yo| <b
and nondecreasing in y for each fixed = in g —a < x < zy. Show that (7.1)
has at most one solution in 2y —a < z < xg.

10.7. Show that the functions w(z) = Lz* (a > 1), and

w(z) = 1

—zlnz, 0<z<el
e -, z>e !

satisfy the conditions of Lemma 10.3.

10.8. Consider the function f(x,y) in the strip T : — oo < z < 1,
—00 < y < oo defined by
0 —o<r <0, —oco<y<oo
2x 0<z<1l, —oo<y<0
= 4
flz,y) 2 — 4 0<z<l, 0<y<a?
x
—2x 0<z<1, 22 <y< .

Show that the problem y' = f(x,y), y(0) = 0 has a unique solution in the
interval —oco < z < 1. Further, show that the Picard iterates with yo(z) =0
for this problem do not converge.

10.9. Consider the function f(z,y) inthestripT: 0 <z <1, —o0 <
y < oo defined by

0 0<x<1, Jcl/(l_o‘)<y<oo7 0<axl
flz,y) = kx“/(l_“)—kz% 0<z<1 0<y<azV/0-2 >0

kao/(1=a) 0<z<1l, —oo<y<0, k(1-a)<]l.
Show that the problem ' = f(z,y), y(0) = 0 has a unique solution in [0, 1].

*10.10 (Rogers’ Uniqueness Theorem). Let f(z,y) be continuous
inthestrip7T:0<z <1, —oo <y < oo and satisfy the condition

flz,y) = o(efl/xxd)

uniformly for 0 < y < 4, & > 0 arbitrary. Further, let for all (z,y1), (x,ys2)
€ T it satisfy

Py = f@m)] < 5l .
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Show that the problem 3’ = f(z,y), y¥(0) = 0 has at most one solution in
[0,1].

10.11. Consider the function f(z,y) inthestrip7:0<z <1, —oo <
y < oo defined by

1
<1—|—>el/z 0<z<1, xe_l/m§y<oo
x

f(xvy) = %4»671/9: 0<x <1, Ogygxefl/m
x
671/33 OSLEgl? —OO<y§0.

Show that the problem y’ = f(z,y), y(0) = 0 has a unique solution in [0, 1].

10.12. Consider the function f(z,y) in thestrip7:0<z <1, —oo <
y < oo defined by

0 0<z<1l, —c0o<y<O0

Yy 1/x

= 0<x<1, 0<y<e
f(xay)* x? Y

6—1/1

Show that the problem y' = f(z,y), y(0) = 0 has an infinite number of
solutions in [0,1].

Answers or Hints

10.1. y = c? — Va1 + 4, where c is arbitrary.
10.2. (i) Verify directly. (ii) Use Theorem 10.1. (iii) Use Theorem 10.1.
10.3. Since fjooj; L(t)dt exists, Corollary 7.4 is applicable.

10.4. Consider the Problem 8.3(i), or ¥ = yIn(1/y), y(0) = a > 0.

10.5. Suppose two solutions y; (z) and yz(x) are such that yo(x) > y1 (),
1 <z <z1t+e< a0+ aand yi1(x) = yao(z), o < x < x1. Now apply
Corollary 7.4.

10.6. The proof is similar to that of Theorem 10.2.
10.7. Verify directly.

10.8. The given function is continuous and bounded by 2 in 7. Also it

satisfies the conditions of Theorem 10.2 (also, see Problem 10.6). The only

solution is y(z) = { 0’2 o<zl The successive approximations are
x?/3, 0<z<1.

me—l(x) = 332, me(-T) = —1'2, m=1,2,....
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10.9. Show that conditions of Theorem 10.7 are satisfied. The only solution
is y(z) = k(1 — a)z/=) /[k(1 — a) + 1].

10.11. Show that conditions of Problem 10.10 are satisfied. The only so-
lution is y(z) = ve~ /7.

10.12. Show that the condition f(z,y) = o (e~'/®272) of Problem 10.10 is
not satisfied. For each 0 < ¢ < 1, y(z) = ce~/® is a solution.



Lecture 11

Differential Inequalities

Let the function f(x,y) be continuous in a given domain D. A function
y(x) is said to be a solution of the differential inequality ¢ > f(z,y) in
J = [z, x0 + a) if (1) y'(z) exists for all x € J, (ii) for all z € J the points
(xz,y(x)) € D, and (iii) y'(z) > f(z,y(z)) for all x € J. The solutions of
the differential inequalities v’ > f(z,y), v < f(z,y), and ¢ < f(x,y)
are defined analogously. For example, y(z) = cotz is a solution of the
differential inequality 3’ < —y? in the interval (0, 7).

Our first basic result for differential inequalities is stated in the following
theorem.

Theorem 11.1. Let f(z,y) be continuous in the domain D and y; ()
and ya(z) be the solutions of the differential inequalities

v < flen), va > fla,y) (11.1)
on J. Then y;(zo) < y2(x0) implies that

yi(x) < yo(x) forall zeJ (11.2)

Proof. If (11.2) is not true, then the set A= {x:x € J, y1(z) > ya(x)}
is nonempty. Let z* be the greatest lower bound of A, then zg < * and
y1 (%) = yo(a*). Now for h < 0 we have y; (z* +h) < ya(z* + h), and hence

yi(z* +h) —yi(z")

! * —_— = 1
yi(z* = 0) flllg%) h
Yz 4+ h) —ya(2¥) '
> = —_ .
> }lbm%) h Ya( 0)

Therefore, from (11.1) we obtain f(z*,y1(z*)) > f(z*, y2(z*)), which is
a contradiction to y(2*) = ya(z*). Hence, the set A is empty and (11.2)
follows. |

Obviously, Theorem 11.1 holds even when we replace < by < and > by
> in (11.1).

Corollary 11.2. Let f(x,y) be continuous in the domain D. Further,
we assume the following:

(i)  y(zx) is a solution of the initial value problem (7.1) in J = [zq, 2o + a).

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 77
doi: 10.1007/978-0-387-71276-5_11, © Springer Science + Business Media, LLC 2008
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(ii)  yi(x) and ya(x) are the solutions of the differential inequalities ¢} <
f(xayl)a yé > f(zayQ) in J.

(iif) y1(zo0) < yo < ya2(wo).

Then y;(z) < y(x) < yz2(x) for all x € (xg,zo + a).

Proof. We shall prove only y(z) < ya(x) in the interval (xq,xo + a).
If yo < ya(xo), then the result follows from Theorem 11.1. Thus, we shall
assume that yo = ya(xo). Let z(x) = ya(x) — y(x), then 2’'(zg) = yh(zo) —
Yy (xo) > f(xo,y2(x0)) — flxo,y(x0)) = 0, i.e., z(x) is increasing to the
right of z( in a sufficiently small interval [zg,xo + 0]. Therefore, we have
y(zo + 9) < y2(xo + J). Now an application of Theorem 11.1 gives that
y(x) < yo(z) for all x € [zg + 0,9 + a). Since J can be chosen sufficiently
small, the conclusion follows. |

In Theorem 11.1, and consequently in Corollary 11.2, several refinements
are possible, e.g., it is enough if the inequalities (11.1) hold in J except at
a countable subset of J.

Example 11.1. Consider the initial value problem

y = y*+2% y0) =1, x€[0,1). (11.3)
For the function y;(z) =1+ 23/3, y1(0) = 1 and for = € (0, 1), we have
23\ ”
Yi(z) = 2* < (1+3> +2? = yi(x) + 22

Similarly, for the function yo(z) = tan(z+n/4), y2(0) = 1 and for x € (0,1),
we find

yh(z) = sec? (x + %) = tan® (:E—l— Z) +1 > y3(x) + 22
Thus, from Corollary 11.2 the solution y(z) of the problem (11.3) can be
bracketed between y;(x) and y2(x), i.e.,

3
x

1+§ < y(r) < tan(x—l—%), z € (0,1).

As the first application of Theorem 11.1, we shall prove the following
result.

Theorem 11.3. Let f(z,y) be continuous in the domain D and for all
(,y), (x,2) in D with z >z, y > 2

Further, we assume that conditions (i)—(iii) of Corollary 11.2 with strict
inequalities in (ii) replaced by with equalities are satisfied. Then y;(z) <
y(z) < yo(x) for all x € J.
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Proof. We define z,(z) = y1(z) — ee*®7%) where € > 0 and A > L.
Then from the above assumptions, we obtain

Zi($) = yl1($) — edeMa—wo) < f(x, y1($)) _ exeMa—w0)
S f(xa 21 (SC)) + G(L — )\)e)‘(mfzo)
<

[z, 21(2)).
Similarly, for the function z;(z) = ya(z) + e} @=20) we find
2(x) > f(x,22(x)).

Also, z1(z0) < y1(zo) < yo < y2(x0) < z2(xo) is obvious. Hence, the
conditions of Theorem 11.1 for the functions z; (z) and zo(x) are satisfied,
and we get

z1(z) < y(z) < z(x) (11.5)

for all z € J. The desired conclusion now follows by letting e — 0 in
(11.5). W

Corollary 11.4. Let the conditions of Theorem 11.3 with (11.4) re-
placed by the Lipschitz condition (7.3) be satisfied for all z > xo, and
let (iii) of Corollary 11.2 be replaced by y1(xg) = yo = y2(zo). Then for
any 1 € J such that z1 > xo, either y1(z1) < y(z1) (y(x1) < ya2(z1)) or
yi(x) = y(z) (y(x) = ya(x)) for all x € [0, 1],

Proof. For z > 2 and y > z the Lipschitz condition (7.3) is equivalent
to the following

—L(y—2) < f(z,y) — f(z,2) < L(y—2) (11.6)
) < y(z) < ya(z). Now
since y1(xo) = y(xo) = ya2(x0), unless y(z) = y1(z) (y(z) = y2(x)), there

)
is some 1 > x¢ at which y1(z1) < y(z1) (y(x1) < y2(z1)). However, from
(11.6) we find

() =y () < fle,n(@) - flz,y@) < Liy(z) —yi(2),
which is the same as
d T
(@) —y@) <o
Hence, the function el (y;(z) — y(z)) cannot increase and for any = > x;

" (y(z) —y(z)) < e (yi(z1) —y(21)) < 0.

Thus, y1(z) < y(x) for all x > z1. Consequently, if y(z1) = y1(x1) at any
point x7, then y(x) = y1(x) in [zg, 21]. |
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For our next application of Theorem 11.1, we need the following defini-
tion.

Definition 11.1. A solution r(z) (p(z)) of the initial value problem
(7.1) which exists in an interval J is said to be a mazimal (minimal) solution
if for an arbitrary solution y(z) of (7.1) existing in J, the inequality y(x) <
r(z) (p(z) < y(z)) holds for all x € J.

Obviously, if the maximal and minimal solutions exist, then these are
unique. The existence of these solutions is proved in the following theorem.

Theorem 11.5. Let f(z,y) be continuous in S, : zg < o < xg +
a, |y —yo| < b and hence there exists a M > 0 such that |f(z,y)| < M for
all (z,y) € S;. Then there exist a maximal solution 7(z) and a minimal
solution p(x) of (7.1) in the interval [xg, zo + ], where o = min{a, b/(2M +

b)}.

Proof. We shall prove the existence of the maximal solution r(z) only.
Let 0 < € < b/2, and consider the initial value problem

Yy = f(r,y)+e ylwo) = yo+e (11.7)

Since the function f.(x,y) = f(x,y) + € is continuous in S, : xp < x < 2o +
a, ly—(yo+€)| <b/2,and Sc C Sy we find that |f.(z,y)| < M +b/2in S..
Hence, from Corollary 9.2 it follows that the problem (11.7) has a solution
y(x,€) in the interval [zo,z¢ + o], where o« = min{a,b/(2M + b)}. For
0 < ez < €1 < €, we have y(zg, €2) < y(xo,€1) and y'(z, €2) = f(z,y(z,€2))+
€2, Y'(z,e1) > f(z,y(z, 1)) + €2, x € [x0, 20 + a]. Thus, Theorem 11.1 is
applicable and we have y(z,e) < y(x,€1) for all © € [rg, 2o + a]. Now
as in Theorem 9.1 it is easy to see that the family of functions y(z,¢)
is equicontinuous and uniformly bounded in [zg,xo + «], therefore, from
Theorem 7.10 there exists a decreasing sequence {¢,} such that e, — 0 as
n — oo, and lim,_, o y(z, €,) exists uniformly in [zg, zo+a]. We denote this
limiting function by r(x). Obviously, 7(z¢) = yo, and the uniform continuity
of f, with

y(E en) = to+en + / (6 y(Es €0) + enldt

Zo

yields r(x) as a solution of (7.1).

Finally, we shall show that r(z) is the maximal solution of (7.1) in
[0, o + «]. For this, let y(z) be any solution of (7.1) in [zg, o + «]. Then
y(zo) = Yo < yo + € = y(wo,€), and y'(z) < f(z,y(x)) + € y'(z,€) =
f(x,y(z,€)) + € for all x € [zg,20 + o] and 0 < € < b/2. Thus, from
Theorem 11.1 it follows that y(x) < y(z,€), x € [ro,zo + ). Now the
uniqueness of the maximal solution shows that y(z,€) tends uniformly to
r(z) in [xg,zo + @] as € — 0. |
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Obviously, the process of continuation of the solutions of (7.1) discussed
in Lecture 9 can be employed for the maximal solution r(z) as well as for
the minimal solution p(z).

Example 11.2. For the initial value problem ¢’ = |y|'/2, y(0) = 0 it
is clear that r(z) = 22/4, p(z) = 0if z > 0; r(z) = 0, p(z) = —2?/4 if
r < 0; and

2 3 >
x i 2>0 0 if >0
r(z) = 4 p(z) = 2
0 if z<0, - i =<0

Finally, as an application of maximal solution r(x) we shall prove the
following theorem.

Theorem 11.6. Let f(z,y) be continuous in the domain D, and let
r(z) be the maximal solution of (7.1) in the interval J = [z, z¢ + a). Also,
let y(x) be a solution of the differential inequality

y'(z) < f(z,y(@)) (11.8)
in J. Then y(z¢) < yo implies that
y(z) < r(z) forall zeJ (11.9)

Proof. Forz; € (zg,z0+a) an argument similar to that for Theorem 11.5
shows that there exists a maximal solution r(z, €) of (11.7) in [z, 1] for all
sufficiently small ¢ > 0 and lim._.o r(z,€) = r(z) uniformly in = € [xg, z1].
Now for (11.7) and (11.8) together with y(z¢) < yo < (o, €), Theorem
11.1 gives

ylx) < r(z,€) (11.10)

in [2g,21]. The inequality (11.9) follows by taking e — 0 in (11.10). |

Problems

11.1. Give an example to show that in Theorem 11.1 strict inequalities
cannot be replaced with equalities.

11.2. Let y(x) be a solution of the initial value problem y' = y —
y%, y(0) =y, 0 < yo < 1. Show that yo < y(z) < 1 for all x € (0,00).

11.3. Let y(z) be a solution of the initial value problem 3y’ = y? —
x, y(0) = 1. Show that 1 +z < y(x) < 1/(1 — z) for all z € (0,1).

11.4. Let fi(z,y) and fo(z,y) be continuous in the domain D, and
fi(z,y) < fa(z,y) for all (x,y) € D. Further, let y;(z) and y2(x) be the



82 Lecture 11

solutions of the DEs y] = f1(x,y1) and y4 = fa(x, y2), respectively, existing
in J = [x9,x0 + a) such that y;(x0) < y2(zo). Show that y;(x) < y2(x) for
all z € J.

*11.5. For a given function y(z) the Dini derivatives are defined as
follows:

Dty(x) = limsup (y (upper-right derivative)

h—0t

h
D.y(z) = liminf ( T f)z y( ) (lower-right derivative)

h—0t
h
D y(x) = limsup< ylw + x)) (upper-left derivative)
h—0—
h
D_y(z) = I}Lm inf < ylz + })L ) (lower-left derivative).
—0—

In case DTy(z) = Dyy(x), the right-hand derivative denoted by v/, ()
exists and y/, (z) = DVy(z) = Dyy(x).

In case D™ y(x) = D_y(x), the left-hand derivative denoted by y’ ()
exists and y’ (z) = D~ y(z) = D_y(z).

In case i/, (x) = y’_(x), the derivative exists and y/'(z) = ¢/ (z) = y’_ ().
Conversely, if y/(x) exists, then all the four Dini derivatives are equal.

Clearly, D y(z) < Dty(z) and D_y(xz) < D™ y(z). Show the following:

(i) If y(z) € Clzg, 20 + a), then a necessary and sufficient condition for
y(x) to be nonincreasing in [xg,zo + a) is that Dy(z) < 0, where D is a
fixed Dini derivative.

(i) If y(x), z(z) € Clxo,zo + a), and Dy(x) < z(x), where D is a fixed
Dini derivative, then D_y(z) < z(x).

(iii) Theorem 11.1 remains true when in the inequalities (11.1) the deriva-
tive is replaced by any fixed Dini derivative.

(iv) Ify(z) € CW |z, zo+a), then z(z) = |y(z)| has a right-hand derivative
# (@) and 7/ (2) < |y/(@)]

*11.6. Let f(z,y) be continuous in the domain D, and y(z) be a
solution of the differential inequality D_y < f(z,y) in (xg — a,zo] and
y(xo) > yo. Show that p(x) < y(z) as far as the minimal solution p(z) of
(7.1) exists to the left of zg.

Answers or Hints

11.1. The problem 3’ = y?/3, y(0) = 0 has solutions y; (x) = 2°/27, y2(x)
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= 0 in [0,00). For these functions equalities hold everywhere in Theorem
11.1. However, z2/27 £ 0 in (0, c0).

11.2. Let y1(x) = yo, y2(z) = 1 +¢€, € > 0 and use Theorem 11.1 and
Corollary 11.2.

11.3. Let y1(z) =1+ 2, y2(z) = 1/(1 — x) and use Corollary 11.2.

11.4. Define f(x7y) = (fl(xuy) + f2(m7y))/2 so that yﬁ < f(x7y1)v yl2 >
f(z,y2) and y1(x0) < y2(zo). Now use Theorem 11.1.



Lecture 12

Continuous Dependence
on Initial Conditions

The initial value problem (7.1) describes a model of a physical problem
in which often some parameters such as lengths, masses, temperatures, etc.,
are involved. The values of these parameters can be measured only up to
certain degree of accuracy. Thus, in (7.1) the initial condition (z¢,yo) as
well as the function f(z,y) may be subject to some errors either by necessity
or for convenience. Hence, it is important to know how the solution of (7.1)
changes when (z9,y0) and f(z,y) are slightly altered. We shall answer this
question quantitatively in the following theorem.

Theorem 12.1. Let the following conditions be satisfied:

(i)  f(=z,y) is continuous and bounded by M in a domain D containing
the points (20, y0) and (z1,y1).

(ii) f(=z,y) satisfies a uniform Lipschitz condition (7.3) in D.
(iii) g(z,y) is continuous and bounded by M; in D.

(iv) y(x) and z(x), the solutions of the initial value problems (7.1) and

/

2= flz,2) +g9(z,2), z(x1) = 1,

respectively, exist in an interval J containing xy and x.

Then for all x € J, the following inequality holds:

1
) =@l < (I =l + (O + M)ler = ool + 3 )
: (12.1)
x exp (L|x — xzo]) — le.

Proof. From Theorem 7.1 for all z € J it follows that

) = et [ "t 20)) + ot =(0))de

= u+ " At () + / Y ()t + | stesna

1

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 84
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and hence, we find

v =2e) = w-u+ | ") — £ =(0)dt
%o (12.2)

X1 x
+ [ st [ gttt
o Tl
Now taking absolute values on both sides of (12.2) and using the hypotheses,
we get

ly(z) —z(z)] < |yo —yi| + (M + My)|zy — x0| + M|z — x0

[ wte) = =0 e

+L

Inequality (12.3) is exactly the same as that considered in Corollary
7.6 with Co — |y0 - y1| + (M + M1)|1‘1 — $0|7 c1 = Ml, Cy = L and
u(z) = |ly(z) — z(x)|, and hence the inequality (12.1) follows. |

From the inequality (12.1) it is apparent that the difference between
the solutions y(z) and z(z) in the interval J is small provided the changes
in the initial point (z¢,yo) as well as in the function f(z,y) do not exceed
prescribed amounts. Thus, the statement “if the function f(x,y) and the
initial point (xg,yo) vary continuously, then the solutions of (7.1) vary
continuously” holds. It is also clear that the solution z(x) of the initial
value problem 2z’ = f(z,z) + g(x, ), z(z1) = y1 need not be unique in J.

Example 12.1. Consider the initial value problem

y' = sin(zy), y(0) = 1 (12.4)
in the rectangle S : |z| < 1/2, |y — 1| < 1/2. To apply Theorem 8.1 we
note that @ = 1/2, b = 1/2 and maxg|sin(zy)] < 1 < M, and from
Theorem 7.2 the function sin(zy) satisfies the Lipschitz condition (7.3) in
S, and maxg |x cos(zy)| = 1/2 = L. Thus, the problem (12.4) has a unique
solution in the interval |z| < h < 1/2.

As an approximation of the initial value problem (12.4), we consider
2 = zz, 2z(0) = 1.1, (12.5)

which also has a unique solution z(x) = 1.1 exp(2?/2) in the interval |z| <
1/2. Now by Taylor’s formula, we find

3 3
1 1/1 3 9
l9(z,y)| = [sin(zy) —2y| < 6|$y|3 < 6(2) (2> = 128 M;.
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Using Theorem 12.1 for the above initial value problems, we obtain an
upper error bound for the difference between the solutions y(z) and z(z)

9 || 9 1
_ < . — — ) - — < —.
ly(z) — z(z)] < (O 1+ 64) exp < 3 > ol for all |z| < 5

To emphasize the dependence of the initial point (2, yo), we shall denote
the solution of the initial value problem (7.1) as y(z,zo, yo). In our next
result we shall show that y(z,xg,yo) is differentiable with respect to yo.

Theorem 12.2. Let the following conditions be satisfied:

(i) f(=x,y) is continuous and bounded by M in a domain D containing
the point (zg, yo)-

(ii) Of(x,y)/0y exists, continuous and bounded by L in D.

(iii) The solution y(z, zo,yo) of the initial value problem (7.1) exists in an
interval J containing xg.

Then we have that y(z, zg, yo) is differentiable with respect to yo and z(x) =
Oy(z, xo, yo)/Oyo is the solution of the initial value problem

Y = %’(:c,y(x,xo,yo))z (12.6)
z(zo) = L. (12.7)

The DE (12.6) is called the variational equation corresponding to the solu-
tion y(xa Zo, yo)

Proof. Let (zg,y1) € D be such that the solution y(x,z,y1) of the
initial value problem y’ = f(z,y), y(xg) = y1 exists in an interval J;. Then
for all z € Jo, = J N Jy, Theorem 12.1 implies that

Liz—zo
b

ly(z,z0,90) — y(z,20,91)| < [yo — y1le
Le., [y(z,20,50) — y(x,20,y1)| — 0 as |[yo — y1| — 0.
Now for all z € Js it is easy to verify that
y(w, 0, 90) — y(=, w0, y1) — 2(z) (Y0 — 1)

= /I|:f(ta y(t7l'0,y0))_f(t,y(t,$o, yl))_%(tay(tvmm yO))Z(t)(yO_yl) dt

- / m %(t,yu,xo,yo))[y(t,xmyo> —y(t,z0,91) = 2(8) (yo — y1)ldt

+/ 5{y(t7x(),y())ay(t,x()ayl)}dta

0
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where 5{y(x7$0»y0)7y(xa$07?11)} — 0 as |y(x7x07y0) - y(x7$07y1)‘ - 07
ie. as |yo —y1| — 0.

Hence, we find that

|y(:€,x0,y0) - y(xvgj(%yl) - Z(I’)(yo - yl)‘

[ 1ott.m0.30) = y(t,70,30) = (00 — 91)ldt| + ol — 1))

Zo

<L

Now applying Corollary 7.6, we get
ly(@,20,50) — y(@, 20, y1) — 2(x)(yo — y1)| < o(lyo — y1l) exp(L|x — xol).

ThUS7 |y(x7$07y0) - y(x7x07y1) - Z(x)(yo - y1)| — 0 as ‘yO - y1| — 0.
This completes the proof. |

In our next result we shall show that the conditions of Theorem 12.2 are
also sufficient for the solution y(z,zg,yo) to be differentiable with respect
to Zo-

Theorem 12.3. Let the conditions of Theorem 12.2 be satisfied. Then
the solution y(z,xo,yo) is differentiable with respect to zy and z(z) =
Ay(x, xo, yo)/Oxo is the solution of the variational equation (12.6), satisfying
the initial condition

z(zg) = — f(zo,y0)- (12.8)

Proof. The proof is similar to that of Theorem 12.2. [ |

We note that the variational equation (12.6) can be obtained directly
by differentiating the relation y'(z, zo,y0) = f(x, y(x, 0, yo)) with respect
to yo (or xg). Further, since y(xo, xo, yo) = yo, differentiation with respect
to yo gives the initial condition (12.7). To obtain (12.8), we begin with the
integral equation

y(zyx()ayo) = y0+/ f(tay(tJ?anO))dt
Zo

and differentiate it with respect to zg, to obtain

3.7;/(95,1”0,90)
8:60

= — f(z0,%0)-

T=XTq
Finally, in this lecture we shall consider the initial value problem

yl = f(w,y,/\), y(xo) = Yo, (12'9)

where A € R is a parameter. The proof of the following theorem is very
similar to earlier results.
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Theorem 12.4. Let the following conditions be satisfied:

(i) f(z,y,\) is continuous and bounded by M in a domain D C R?
containing the point (o, yo, Ao)-

(ii) Of(x,y,N) /0y, Of(x,y, \)/ON exist, continuous and bounded, respec-
tively, by L and Lq in D.
Then the following hold:

(1) There exist positive numbers h and e such that given any A in the
interval |[A — Ag| < ¢, there exits a unique solution y(z, \) of the initial
value problem (12.9) in the interval |z — x| < h.

(2) For all A1, Ay in the interval |A — A\g| < €, and z in |x — 29| < h the
following inequality holds:

LiA — Aol
L

A

ly(z, A1) —y(z, A2)| < (exp(L|z — zo]) — 1). (12.10)

(3) The solution y(x, \) is differentiable with respect to A and z(x,\) =
Ay(x, \)/O\ is the solution of the initial value problem

) = @y NN + @Y, (121

z(zg,\) = 0. (12.12)

If A is such that |\ — Ag| is sufficiently small, then we have a first-order
approzimation of the solution y(x, ) given by

o\
= ylxz, o) + (A — Xo)z(z, Mo).

y(@,A) = y@, Ao) + (A = Ao) {ay(ﬂf’A)} s (12.13)

We illustrate this important idea in the following example.
Example 12.2. Consider the initial value problem
v = M2+1, y0) =0 (A>0) (12.14)

for which the solution y(z,\) = (1/v/A)tan(v/Az) exists in the inter-
val (=7/(2V\),7/(2V/A)). Let in (12.14) the parameter A\ = 0, so that
y(z,0) = x. Since df /0y = 2\y and df/OX = 32, the initial value problem
corresponding to (12.11), (12.12) is

Z(z,0) = 2% 2(0,0) = 0,
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whose solution is z(z,0) = 2®/3. Thus, for A near zero, (12.13) gives the
approximation

3
ylz,\) = %tam(\& x) =~ :ch/\%.

Problems

12.1. Let y(z, A) denote the solution of the initial value problem
v +p@)y = q(@), ylwo) = A

in the interval z¢g < x < 0o. Show that for each fixed x > g and for each
positive number e there exists a positive number § such that |y(z, A4+ AN) —
y(z, A)| < €, whenever |[AN| < 4, i.e., the solution y(z, \) is continuous with
respect to the parameter .

12.2. Prove Theorem 12.3.
12.3. Prove Theorem 12.4.

12.4. For the initial value problem

/

y = x+esin(zy), y(0) =0 = yo

estimate the variation of the solution in the interval [0, 1] if yq is perturbed
by 0.01.

12.5. For the initial value problem y’ = A + cosy, y(0) = 0 obtain an
upper estimate for |y(z, A1) — y(x, A2)| in the interval [0, 1].

12.6. For sufficiently small A\ find a first-order approximation of the
solution y(x, \) of the initial value problem 3y’ =y + A(z + y?), y(0) = 1.

12.7. State and prove an analog of Theorem 12.1 for the initial value
problem (7.9).

12.8. Find the error in using the approximate solution

y(x) = exp(—z°/6)
for the initial value problem 3" +zy = 0, y(0) = 1, ¢’(0) = 0 in the interval
lz] < 1/2.

Answers or Hints

12.1. Let z(x) = y(z, \+AX)—y(z, A). Then 2/ (x)+p(x)z(x) = 0, z(xg) =
A\, whose solution is z(x) = Alexp (f f;o p(t)dt) .
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12.2. The proof is similar to that of Theorem 12.2.

12.3. For the existence and uniqueness of solutions of (12.9) see the remark
following Theorem 16.7. To prove inequality (12.10) use Corollary 7.6.

12.4. 0.01¢°.
12.5. |A; — Ao|(e — 1).
12.6. e® + \(e?® —x —1).

12.7. The result corresponding to Theorem 12.1 for (7.9) can be stated
as follows: Let the conditions (i)—(iii) of Theorem 12.1 be satisfied and
(iv) y(x) and z(z), the solutions of (7.9) and 2" = f(x,2)+g(z, 2), z2(x1) =
20, 2'(x1) = 21, respectively, exist in J = (a, §) containing g and z;. Then
for all x € J, the following inequality holds:

ly(x) = z(2)] < {llyo = 20l + &1 = wo[([z1] + (8 = @) (M + M))] + 7}
x exp(L(B — a)|z = wol) =,

where v = [|y1 — 21| + M1 (8 — )] /L(B — ).
12.8. (1/512)el/12,



Lecture 13

Preliminary Results from
Algebra and Analysis

For future reference we collect here several fundamental concepts and
results from algebra and analysis.

A function P, (x) defined by
P,(x) = ag+ a1z +-+ayz” = Zai:ﬂi, an #0
i=0

where a; € R, 0 < ¢ < n, is called a polynomial of degree n in x. If
P, (x1) = 0, then the number x = x is called a zero of P, (z). The following
fundamental theorem of algebra of complex numbers is valid.

Theorem 13.1. Every polynomial of degree n > 1 has at least one
zero.

Thus, P,(z) has exactly n zeros; however, some of these may be the
same, i.e., P,(z) can be written as

P (z) = ap(z—21)" (. —22)2 - (x — )™, m;>1, 1<i<k,

where Zle r; = n. If r; = 1, then z; is called a simple zero, and if r; >
1, then multiple zero of multiplicity r;. Thus, if z; is a multiple zero of
multiplicity r;, then P(J)(xi) =0,0<j<r;—1and P(”)(zi) #0.

A rectangular table of m xn elements arranged in m rows and n columns

a11 a12 A1n
a21 a22 a2n
am1 Am2 Amn

is called an m x n matriz and in short represented as A = (a;;). We shall
mainly deal with square matrices (m = n), row matrices or row vectors
(m = 1), and column matrices or column vectors (n = 1).

A matrix with a;; =0, 1 <4,j <n, is called null or zero matriz, which
we shall denote by 0.

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 91
doi: 10.1007/978-0-387-71276-5_13, © Springer Science + Business Media, LLC 2008
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A matrix with a;; =0, 1 <14 # j <nis called a diagonal matriz; if, in
addition, a;; = 1, 1 < ¢ < n, then it is an identity matriz which we shall
denote by 1.

The transpose of a matrix denoted by AT is a matrix with elements aj;.
A matrix is called symmetric if A = AT.

The sum of two matrices A = (a;;) and B = (b;;) is a matrix C' = (¢;;)
with elements c¢;; = a;; + b;;.

Let o be a constant and A be a matrix; then A is a matrix C = (¢;5)
with elements c¢;; = aa;;.

Let A and B be two matrices; then the product AB is a matrix C' = (¢;;)
with elements ¢;; = ZZ:1 a;rby;. Note that in general AB # BA, but
(AB)T = BT AT.

The trace of a matrix A is denoted by Tr A and it is the sum of the
diagonal elements, i.e.,

n
TTA = Za“
i=1

Associated with an n x n matrix A = (a,;) there is a scalar called the
determinant of A

a1 a2 -+ Aaip

a1 Q22 -+ G2
detA = "

an1 an2 ccr Qpn

An (n — 1) x (n — 1) determinant obtained by deleting ith row and jth
column of the matrix A is called the minor a;; of the element a;;. We
define the cofactor of a;j as a;; = (—1)""7a;;. In terms of cofactors the
determinant of A is defined as

detA = Zaijaij = Zaijaij. (].3].)
i=1

j=1
Further,

Zaijakj =0 if ’L;ék (13.2)
j=1

The following properties of determinants are fundamental:
(i) If two rows (or columns) of A are equal or have a constant ratio, then
det A =0.

(ii) If any two consecutive rows (or columns) of A are interchanged, then
the determinant of the new matrix A; is —det A.

(iii) If a row (or column) of A is multiplied by a constant «, then the
determinant of the new matrix A; is adet A.
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(iv) If a constant multiple of one row (or column) of A is added to another,
then the determinant of the new matrix A; is unchanged.

(v) det AT = det A.
(vi) det AB = (det A)(det B).

A linear system of n equations in n unknowns is a set of equations of
the following form:

11U + - - F a1y = by
anuy + -+ aspy, = b (13.3)
Ap1Uy + -+ Applly = bn»

where a;; and b;, 1 <i,7 < n, are given real numbers and n unknowns are
u;, 1 <1< n.

The system (13.3) can be written in a compact form as
Au = b, (13.4)

where A is an n x n matrix (a;;), bis an n x 1 vector (b;), and u is an n x 1
unknown vector (u;). If b = 0, the system (13.4) is called homogeneous,
otherwise it is called nonhomogeneous.

The following result provides a necessary and sufficient condition for the
system (13.4) to have a unique solution.

Theorem 13.2. The system (13.4) has a unique solution if and only
if det A # 0. Alternatively, if the homogeneous system has only the trivial
solution (u = 0), then det A # 0.

If det A = 0 then the matrix A is said to be singular; otherwise, non-
singular. Thus, the homogeneous system has nontrivial solutions if and
only if the matrix A is singular. The importance of this concept lies in
the fact that a nonsingular matrix A possesses a unique inverse denoted
by A~'. This matrix has the property that AA~! = A=1A = I. Moreover,
A~1 = (Adj A)/(det A), where Adj A is an n x n matrix with elements ;.

A real vector space (linear space) V is a collection of objects called
vectors, together with an addition and a multiplication by real numbers
which satisfy the following axioms:

1. Given any pair of vectors v and v in V' there exists a unique vector u+v
in V called the sum of v and v. It is required that

(i) addition be commutative, i.e., u +v = v + u;

(ii) addition be associative, i.e., u + (v + w) = (u + v) + w;

(iii) there exists a vector 0 in V' (called the zero vector) such that u+0 =
04 u=wu for all uin V;



94 Lecture 13

(iv) for each u in V, there exists a vector —u in V' such that u+(—u) = 0.

2. Given any vector v in V' and any real number «, there exists a unique
vector a w in V called the product or scalar product of a and u. Given any
two real numbers o and f it is required that

(i) alu+v)=au+ av,
(i) (+F)u=oaut fu,
(i) (aB)u = a(Bu),

(iv) lu=u.

A complex vector space is defined analogously.

There are numerous examples of real (complex) vector spaces which are
of interest in analysis, some of these are the following:

(a) The space R"(C™) is a real (complex) vector space if for all v =
(u1,...,up), v=(v1,...,0,) in R*(C"), and o € R(C),

utv = (ug +v1,.. .U, + )
au = (Qu,...,quy,).

(b) The space of all continuous functions in an interval J denoted by C(.J)
is a real vector space if for all y(z), z(z) € C(J), and @ € R,

(y+2)(z) = y(x) + 2(z)
(ay)(z) = ay(x).

(c) The function u(z) = (uy(x),...,un(x)), or (uy(x),...,u,(z))?, where
u;(x), 1 < i <n, are continuous in an interval J, is called a vector-valued
function. The space of all continuous vector-valued functions in J denoted
by C,(J) is a real vector space if for all u(x), v(z) € Cp(J) and a« € R

(utv)(z) = (ur(@) +v1(2), .. un(2) + va(2))
(au)(z) = (aui(x),...,qu,(x)).

(d) The matrix A(x) = (a;;(x)), where a;;(z), 1 <4,j < n, are continuous
in an interval J, is called a matrix-valued function. The space of all con-
tinuous matrix-valued functions in J denoted by C,xn(J) is a real vector
space if for all A(x), B(x) € Cpxn(J) and a € R

(A+B)(x) = (ai(z) + bij(x))
(@d)(z) = (aai;(z)).

The space of all m (nonnegative integer) times continuously differen-
tiable functions in J denoted by C("™(.J) is also a vector space. Similarly,

Ci™(J) and €™ (J), where the derivatives of the function u(z) and of

nxn
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the matrix A(z) are defined as u'(z) = (uj(x)) and A'(z) = (aj;(z)), re-
spectively, are vector spaces.

From the definition of determinants it is clear that for a given matrix
A(z) € €' (J) the function det A(z) € C(™(J). Later we shall need

the differentiation of the function det A(z) which we shall now compute by
using the expansion of det A given in (13.1). Since

det A Z az] a’bj

it follows that
Odet A(x)

ugle)

and hence

" I ddet Az dalj -
(det A(x Z Py (2) Z

j=11i=1 Jj=11i=

n

OZU
1

which is equivalent to

d() e d@) [ [ an) e a)
(et A)y = | 2@ (@) | @) e (o))

an1(z) 0 apn(x) an1(z) - apn(x)

ann(z) - app(x)

n ag (z) - agp(x)

(13.5)

Let V be a vector space and let v',...,v™ € V be fixed vectors.
These vectors are said to be linearly independent if the choice of con-
stants aq,...,q, for which ajv! + -+ + apv™ = 0 is the trivial choice,
ie, ag = -+ = ay, = 0. Conversely, these vectors are said to be lin-
early dependent if there exist constants aq, ..., a,, not all zero such that
apvl + -+ @™ = 0. The set {vl,... 0™} is a basis for V if for ev-
ery v € V, there is a unique choice of constants «g,...,qa,, for which
v = a1vt 4 -+ oy v™. Note that this implies v!,...,v™ is independent. If
such a finite basis exists, we say that V is finite dimensional. Otherwise, it is
called infinite dimensional. If V' is a vector space with a basis {v!,... v™},
then every basis for V will contain exactly m vectors. The number m is
called the dimension of V. A nonempty subset W C V is called a subspace
if W is closed under the operations of addition and multiplication in V.

For a given nxn matrix A, its columns (rows) generate a subspace whose
dimension is called the column (row) rank of A. It is well known that the
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row rank and the column rank of A are equal to the same number r. This
number 7 is called the rank of A. If r = n, i.e., det A # 0, then Theorem 13.2
implies that the system (13.4) has a unique solution. However, if r < n,
then (13.4) may not have any solution. In this case, the following result
provides necessary and sufficient conditions for the system (13.4) to have
at least one solution.

Theorem 13.3. If the rank of A is n —m (1 < m < n), then the
system (13.4) possesses a solution if and only if

Bb = 0, (13.6)

where B is an m x n matrix whose row vectors are linearly independent
vectors b°, 1 <14 < m, satisfying b*A = 0.

Further, in the case when (13.6) holds, any solution of (13.4) can be
expressed as

m
u = Zciui + Sb,
i=1

where ¢;, 1 <17 < m, are arbitrary constants, u', 1<i<m,arem linearly
independent column vectors satisfying Au® = 0, and S is an n X n matrix
independent of b such that ASv = v for any column vector v satisfying
Bv =0.

The matrix S in the above result is not unique.
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Preliminary Results from
Algebra and Analysis (Contd.)

The number A, real or complex, is called an eigenvalue of the matrix
A if there exists a nonzero real or complex vector v such that Av = Awv.
The vector v is called an eigenvector corresponding to the eigenvalue .
From Theorem 13.2, X is an eigenvalue of A if and only if it is a solution
of the characteristic equation p(\) = det (A — AI) = 0. Since the matrix
Ais n x n, p(A) is a polynomial of degree exactly n, and it is called the
characteristic polynomial of A. Hence, from Theorem 13.1 it follows that A
has exactly n eigenvalues counting their multiplicities.

In the case when the eigenvalues A1, ..., A, of A are distinct it is easy to
find the corresponding eigenvectors v, ..., v™. For this, first we note that
for the fixed eigenvalue A; of A at least one of the cofactors of (a;; — Aj)
in the matrix (A — A\;I) is nonzero. If not, then from (13.5) it follows
that p’(\) = —[cofactor of (a;; — A)] — -+ — [cofactor of (an, — A)], and
hence p/'(A;) = 0; i.e., A\; was a multiple root, which is a contradiction to
our assumption that A; is simple. Now let the cofactor of (axx — Aj) be
different from zero, then one of the possible nonzero solution of the system
(A= X)) = 0is v] = cofactor of ay; in (A—N;I), 1 <i<mn,i#k,
vy, = cofactor of (agr — A;) in (A — A\;I). Since for this choice of v7, it
follows from (13.2) that every equation, except the kth one, of the system
(A — X\;I)v? =0 is satisfied, and for the kth equation from (13.1), we have

n

Z agi[cofactor of ak;]+ (axk —A;)[cofactor of (arr—A;)] = det (A—A\;I),
FZh
which is also zero. In conclusion this v7 is the eigenvector corresponding to
the eigenvalue A;.
Example 14.1. The characteristic polynomial for the matrix
2 1 0
A = 1 3 1
01 2
is p(A) = =A3 +7A2 — 14X +8 = —(A — 1)(A — 2)(A — 4) = 0. Thus, the
eigenvalues are Ay = 1, Ay = 2 and A3 = 4. To find the corresponding

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 97
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eigenvectors we have to consider the systems (A — )\iI)vi =0,:=1,2,3.
For A\y =1, we find

L
—_ = O

1
(A-MI) = |1
0

Since the cofactor of (a;; — A1) = 1 # 0, we can take v] = 1, and then
v} = cofactor of aj2 = —1, v} = cofactor of a;3 =1, ie, vl =[1 —1 l]T.

Next for Ay = 2 we have

0 1 0

(A=X) = |1 1 1

0 1 0
Since the cofactor of (asz —A2) = 0, the choice v3 = cofactor of (ags — \z) is
not correct. However, cofactor of (a1; —Ag) = cofactor of (azz—A2) = —1 #
0 and we can take v = —1 (v3 = —1), then v3 = cofactor of ajz = 0, v3 =

cofactor of aj3 = 1 (v? = cofactor of az; = 1, v3 = cofactor of azy = 0),
ie,v?=[-1017 (10 —1]7).

Similarly, we can find v® = [1 2 1]T.

For the eigenvalues and eigenvectors of an n x n matrix A, we have the
following basic result.

Theorem 14.1. Let \q,..., )\, be distinct eigenvalues of an n x n
matrix A and v',...,v™ be corresponding eigenvectors. Then v',...,v™

are linearly independent.

Since p(A) is a polynomial of degree n, and A™ for all nonnegative
integers m is defined, p(A) is a well-defined matrix. For this matrix p(A)
we state the following well-known theorem.

Theorem 14.2 (Cayley—Hamilton Theorem). Let A be an
n X n matrix and let p(A) = det (A — AI). Then p(A) = 0.

If A is a nonsingular matrix, then In A is a well-defined matrix. This
important result is stated in the following theorem.

Theorem 14.3. Let A be a nonsingular n x n matrix. Then there
exists an n x n matrix B (called logarithm of A) such that A = eP.

A real normed vector space is a real vector space V in which to each
vector u there corresponds a real number ||ul|, called the norm of u, which
satisfies the following conditions:

(i) |lu]l =0, and ||ul| = 0 if and only if u = 0;
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(ii) for each c € R, |lcull = |e|||ull;
(iii) the triangle inequality ||u + v|| < ||u| + ||v||-

From the triangle inequality it immediately follows that
Hull = ol < flu—wvl|. (14.1)

The main conclusion we draw from this inequality is that the norm is a
Lipschitz function and, therefore, in particular, a continuous real-valued
function.

In the vector space IR" the following three norms are in common use

n

absolute norm ||ul|; = Z lug,

i=1
n 1/2
Euclidean norm |julls = (Z ui|2) ,
i=1
and
maximum norm ||u|l. = max |u;].
1<i<n
The notations || - ||1, || - |2, and || - ||eo are justified because of the fact

that all these norms are special cases of a more general norm

n 1/p
Jull, = (ZIWI”) , p>1

i=1

The set of all n x n matrices 2vvith real elements can be considered as
equivalent to the vector space R™ , with a special multiplicative operation
added into the vector space. Thus, a matrix norm should satisfy the usual
three requirements of a vector norm and, in addition, we require

(iv) ||ABJ < ||A||||B]| for all n x n matrices A, B;

(v)  compatibility with the vector norm; i.e., if || - ||« is the norm in R",
then || Au|l. < ||A|[||u|l« for all w € R™ and any n x n matrix A.

Once in R™ a norm || - || is fixed, then an associated matrix norm is
usually defined by
Aull.
4] = sup 144 (14.2)
w0 ||l

From (14.2) condition (v) is immediately satisfied. To show (iv) we use
(v) twice, to obtain

[ABull. = [[A(Bu)ll« < Al Bull« < [A[lIBIl[lwl«
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and hence for all u # 0, we have

|ABu].
borde < jania.
or AB
14B) = suplABue < gz
S0 Tl

The norm of the matrix A induced by the vector norm ||ul|, will be denoted
by ||All«. For the three norms |lu||1, |Jull2 and ||u||sx the corresponding
matrix norms are

14l = max ZI%I [Allz = /p(ATA) and Al = @agxnzglaij\v
=

where for a given n x n matrix B with eigenvalues Ay, ..., A, not necessarily
distinct p(B) is called the spectral radius of B and is defined as

p(B) = max{|\], 1<i<n}.

A sequence {u™} in a normed linear space V is said to converge to
u € V if and only if [Ju — u™|| — 0 as m — oo. In particular, a sequence of
n X n matrices {A4,,} is said to converge to a matrix A if ||[A — A,,]| — 0
as m — oo. Further, if A, = (aE}")
agn) — a;j for all 1 <4, j < n. Combining this definition with the Cauchy
criterion for sequences of real numbers, we have the following: the sequence
{A,,} converges to a limit if and only if ||Ay — A¢|]| — 0 as k, £ — co. The
series >, o Ay is said to converge if and only if the sequence of its partial
sums {>_,—, A} is convergent. For example, the exponential series

A S Ak
=1

converges for any matrix A. Indeed, it follows from

) and A = (a;;), then it is same as

m—+p m—+p Ak m+p ||A H
Soa-al =Y s X .
k=m-+1 k! k=m+1 k!

Hence, for any n x n matrix A, e? is a well-defined n x n matrix. Fur-
ther, from Problem 14.3 we have ede4 = e(4=4) = I and hence
(det eA) (det e’A) = 1; i.e., the matrix e? is always nonsingular.

Az

Similarly, for a real number z, e** is defined as

Az - (A‘r)k
e = I+Z -
k=1

k!
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Az Az

Since each element of e”* is defined as a convergent power series, % is
differentiable and it follows that

. > Ak pk—1 e (Ax)k_l N N
(eA )/ = Z =) = ZAi. = A = A4,
k=1

In a normed linear space V norms ||-|| and |||« are said to be equivalent
if there exist positive constants m and M such that for all u € V, m/|ul| <
[lu]l« < Mlul|. It is well known that in IR™ all the norms are equivalent.
Hence, unless otherwise stated, in R™ we shall always consider || - [|; norm
and the subscript 1 will be dropped.

Problems

14.1. Let Aq,..., A\, be the (not necessarily distinct) eigenvalues of an
n X n matrix A. Show the following:
(i)  The eigenvalues of AT are \1,..., \,.
(ii) For any constant « the eigenvalues of A are a)q, ..., a\,.
(i) >r A =TrA
(iv) Tl A =det A.
(v) If A~! exists, then the eigenvalues of A=t are 1/A1,...,1/\,.
(

vi) For any polynomial P, (z) the eigenvalues of P,(A) are P,(\1),...,
P,(A\n)-

(vii) If A is upper (lower) triangular, i.e., a;; =0, ¢ > j (i < j), then the
eigenvalues of A are the diagonal elements of A.

(viii) If A is real and A; is complex with the corresponding eigenvector v,

then there exists at least one 4, 2 < i < n, such that A; = A; and for such
an i, ' is the corresponding eigenvector.

14.2. Let n x n matrices A(z), B(z) € C’fllx)n(J), and the function
u(z) € 07(11)(‘]). Show the following;:

() LA@BE) = B+ Aw .
() (A@u() = L) + A) 2.

(iii) %(A*I(m)) = —Ail(ﬁlc)%A*l(x)7 provided A~!(z) exists.

14.3. Prove the following:
i) A% <Al k=0,1,....
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(ii) For any nonsingular matrix C, C~'eAC = exp(C~1AC).
(iii) eA®eBr = ¢(A+tB)T and BeA® = eA*B for all real z if and only if
BA = AB.

(iv) For any function u(z) € C,[«, 3],

‘/ju(f)dt < /j||u(t)||dt.

Answers or Hints

14.1. For each part use the properties of determinants. In particular, for
(iii), since
det (A—A) = (—1D)"(A=A1) - (A=)

= (a11 — \) - cofactor (a;; — A) + 2?22 a1, - cofactor aq;,

and since each term a;; - cofactora;; is a polynomial of degree at most
n — 2, on comparing the coefficients of A" ™1, we get

(=1)"FES7" L A\ = coefficient of A1 in (a1 — A) - cofactor (a11 — A).
Therefore, an easy induction implies

(=) 3" N\ = coefficient of A" in (a1; — A) -+ (anp — A)
= (="' a.
14.2. For part (iii) use A(z)A~1(z) = I.
14.3. (i) Use induction. (i) C1 (X2, A%/il) C = Y2 (CTTAC) /il
(iii) (A+ B)? = A2 + AB + BA + B? = A%? + 2AB + B? if and only if
AB = BA. (iv) Use the fact that || [ w(t)dt| = 7, | [ wi(t)dt|.



Lecture 15

Existence and Uniqueness
of Solutions of Systems

So far we have concentrated on the existence and uniqueness of solutions
of scalar initial value problems. It is natural to extend these results to a
system of first-order DEs and higher-order DEs. We consider a system of
first-order DEs of the form

up = gi(zyug,...,up)
u/2 = 92(337U1,...,’un)

(15.1)
ul, = gn(zyug,... up).

Such systems arise frequently in many branches of applied sciences, espe-
cially in the analysis of vibrating mechanical systems with several degrees
of freedom. Furthermore, these systems have mathematical importance in
themselves, e.g., each nth-order DE (1.6) is equivalent to a system of n
first-order equations. Indeed, if we take ¥ = u;41, 0 < i < n — 1, then
the equation (1.6) can be written as

= ; <i1<n-—
u} Uip1, 1<i<n—1 (15.2)
u, = f(zug,..., up),
which is of the type (15.1).
Throughout, we shall assume that the functions g1, ..., g, are continu-
ous in some domain E of (n + 1)-dimensional space R" . By a solution of
(15.1) in an interval J we mean a set of n functions us(z), ..., u,(x) such

that (i) uj(x),...,ul (z) exist for all z € J, (ii) for all € J the points
(x,ur(z),...,upn(z)) € E, and (iii) ui(z) = ¢gi(x,ui(z),...,uy(z)) for all
x € J. In addition to the differential system (15.1) there may also be given

initial conditions of the form

Ul(x()) = u(l)a u2(x0) = ugw'-aun(xO) = u?w (153)

where 7 is a specified value of z in J and v, ..., u) are prescribed numbers

such that (zg,u?,...,u) € E. The differential system (15.1) together with
the initial conditions (15.3) forms an initial value problem.

To study the existence and uniqueness of the solutions of (15.1), (15.3),
there are two possible approaches, either directly imposing sufficient con-
ditions on the functions g1, ..., g, and proving the results, or alternatively

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 103
doi: 10.1007/978-0-387-71276-5_15, © Springer Science + Business Media, LLC 2008
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using vector notations to write (15.1), (15.3) in a compact form and then
proving the results. We shall prefer to use the second approach since then
the proofs are very similar to the scalar case.

By setting

u(z) = (ur(x),...,un(z)) and g(x,u) = (g1(z,u),...,gn(z,u))

and agreeing that differentiation and integration are to be performed com-

ponent-wise, i.e., u'(z) = (uy(z),...,u,(x)) and

/ju(x)dx = </aﬁu1(x)dx,...,/aﬁun(gs)dz>’

the problem (15.1), (15.3) can be written as
v = g(z,u), wulxg) = u°, (15.4)

which is exactly the same as (7.1) except now u and u' are the functions
defined in J; and taking the values in R", g(z,u) is a function from F C
R"™ to R™ and u® = (uf, ..., ul).

n

The function g(x,u) is said to be continuous in E if each of its compo-
nents is continuous in E. The function g(z,u) is defined to be uniformly
Lipschitz continuous in E if there exists a nonnegative constant L (Lipschitz
constant) such that

lg(x, u) = g(z,v)[| < Llju—of (15.5)

for all (z,u), (z,v) in the domain E. For example, let g(x,u) = (aj1u; +
a12Ug, Q21U + a22u2> and F = ]R37 then

lg(z,u) — g(z,v)]
= |[(a11(u1r — v1) + a12(u2 — v2), az1(ur —v1) + age(uz — va))|

lai1(u1 — v1) + ara(u2 — v2)| + |ag1 (u1 — v1) + aga(uz — v2)]

< aqa]jur — v1| + |arz|lug — va| + |ag1|ur — vi| + |agz|juz — va|
= [la11] + |ag1[JJur — vi] + [[a12| + |agz|]|uz — vo
< max{|aii| + |azi1], |ar2| + |agz|}H|u1 — vi| + Juz — va]

= max{|ai1|+ |ag1|, |aiz|+ |age|}|u — 2.

Hence, the Lipschitz constant is
L = max{|an|+ |az], [a1z| + [az2]}-

The following result provides sufficient conditions for the function g(z,
u) to satisfy the Lipschitz condition (15.5).
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Theorem 15.1. Let the domain E be convex and for all (z,u) in E the
partial derivatives dg/0uy, k = 1,...,n exist and ||0g/0u|| < L. Then the
function g(x,u) satisfies the Lipschitz condition (15.5) in E with Lipschitz
constant L.

Proof. Let (z,u) and (x,v) be fixed points in E. Then since E is convex,
for all 0 < ¢ < 1 the points (z, v+t(u—v)) are in E. Thus, the vector-valued
function G(t) = g(z,v + t(u — v)), 0 <t <1 is well defined, also

dg
Tm(ac,v+t(u—v))+~~

+(un — vn)aaTg(x,v +t(u —v))

n

G'(t) = (u1—w1)

and hence
GOl < Z D] lur —or] + -
i=1
+i 09 (5,0 -+ t( — )| [t — 0]
i=1 duy,
< Lllur—vil+ -+ fun = val] = Lju—v].

Now from the relation

1
g(z,u) — g(z,v) = G(1)—G(0) = /0 G'(t)dt

we find that
1
lg(z,u) — g(z,v)| < / [G'®ldt < Lju—vl|. ®
0
As an example once again we consider
g(z,u) = (an1ur + a12uz, a1 + agusg).
Since
@ = (a1, as) @ = (a2, a)
8u1 - 11, ®21), 8’1,62 - 12, 22)
52 = moxtionl +laail. foul + ezl = L.

as it should be.

Next arguing as in Theorem 7.1, we see that if g(z,u) is continuous in
the domain F, then any solution of (15.4) is also a solution of the integral
equation

u(z) = u° +/I g(t,u(t))dt (15.6)

0



106 Lecture 15

and conversely.

To find a solution of the integral equation (15.6) the Picard method of
successive approximations is equally useful. Let u’(x) be any continuous
function which we assume to be an initial approximation of the solution,
then we define approximations successively by

x
u™ M (z) = u®+ / g(t,u™(t))dt, m=0,1,... (15.7)
xo
and, as before, if the sequence of functions {u™(z)} converges uniformly
to a continuous function u(z) in some interval J containing zy and for all
x € J, the points (z,u(x)) € E, then this function u(z) will be a solution
of the integral equation (15.6).

Example 15.1. For the initial value problem

up = x4 uy
uy = T+ u (15.8)
ul(O) = ]., 'LLQ(O) = —1

we take u’(z) = (1,—1), to obtain

T :132 I2
ul(l’) = (L_l)"‘/(t—l,t+1)dt=<1—x+2’_1_|_x_|_2)
0
wz) = (1,—1)+/ <t—1+t+2,t—|—1—t—|—2>dt
0
2z2 8 3
4 4
32) = (1—a+ = +2 2i z
u(z) = (1 3:—!— +4 144+ 3 _|_4')
202 2zt b 2 25
4 _
v = (1 SRR TR ”“3'%')
S C +2$4+$5
= x) o 0 )
2x x°
_(1—|—x)+(233+3'+5')>

Hence, the sequence {u™(z)} exists for all real x and converges to u(z) =
(—I+ax)+e*+e® —(14z)+e®—e*), which is the solution of the
initial value problem (15.8).

Now we shall state several results for the initial value problem (15.4)
which are analogous to those proved in earlier lectures for the problem (7.1).
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Theorem 15.2 (Local Existence Theorem). Let the following
conditions hold:

(i)  g(w,u) is continuous in Q : |x —zg| < a, ||u—u"|| < b and hence there
exists a M > 0 such that ||g(z,u)| < M for all (z,u) € Q.

(ii) g(x,u) satisfies a uniform Lipschitz condition (15.5) in €.

(iii) u°(x) is continuous in |x — x| < a and |[u®(x) — u’| < b.

Then the sequence {u"(z)} generated by the Picard iterative scheme (15.7)
converges to the unique solution u(z) of the problem (15.4). This solution

is valid in the interval Jj, : | — 29| < h = min{a,b/M}. Further, for all
x € Jp, the following error estimate holds

u(z) —u™(@)]| < NeLhmin{l, (Lh3 }, m=0,1,...
m!

where ||u!(x) — u°(z)|| < N.

Theorem 15.3 (Global Existence Theorem). Let the follow-
ing conditions hold:

(i)  g(z,u) is continuous in A : |z — z¢| < a, |lul| < .
(ii) g(z,u) satisfies a uniform Lipschitz condition (15.5) in A.
(iii) u®(x) is continuous in |z — x¢| < a.

Then the sequence {u™(z)} generated by the Picard iterative scheme (15.7)
exists in the entire interval |z —x¢| < a, and converges to the unique solution
u(z) of the problem (15.4).

Corollary 15.4. Let g(z,u) be continuous in R™™ and satisfy a
uniform Lipschitz condition (15.5) in each A, : |z| < a, |Ju| < oo with
the Lipschitz constant L,. Then the problem (15.4) has a unique solution
which exists for all .

Theorem 15.5 (Peano’s Existence Theorem). Let g(z,u)
be continuous and bounded in A. Then the problem (15.4) has at least one
solution in |z — z¢| < a.

Definition 15.1. Let g(z,u) be continuous in a domain E. A function
u(z) defined in J is said to be an e-approximate solution of the differential
system v’ = g(x,u) if (i) u(x) is continuous for all z in J, (ii) for all z € J
the points (z,u(z)) € E, (iii) u(z) has a piecewise continuous derivative
in J which may fail to be defined only for a finite number of points, say,
X1,&9,y ..., Tk, and (iv) ||v/'(z) — g(z,u(z))|| < efor all z € J, © # x;, i =
1,2, ... k.

Theorem 15.6. Let g(z,u) be continuous in 2, and hence there exists a
M > 0 such that ||g(x,u)|| < M for all (z,u) € Q. Then for any € > 0, there



108 Lecture 15

exists an e-approximate solution u(z) of the differential system v’ = g(z, u)
0

in the interval Jp, such that u(zg) = u’.
Theorem 15.7 (Cauchy—Peano’s Existence Theorem).
Let the conditions of Theorem 15.7 be satisfied. Then the problem (15.4)
has at least one solution in Jj,.



Lecture 16

Existence and Uniqueness

of Solutions of Systems
(Contd.)

In this lecture we shall continue extending the results for the initial
value problem (15.4) some of which are analogous to those proved in earlier
lectures for the problem (7.1).

Theorem 16.1 (Continuation of Solutions). Assume that
g(x,u) is continuous in E and u(x) is a solution of the problem (15.4) in
an interval J. Then u(x) can be extended as a solution of (15.4) to the
boundary of E.

Corollary 16.2. Assume that g(x,u) is continuous in
By = {(z,u) € E: zp<x<z0+a, a<oo, [ul]<oo}.

If u(z) is any solution of (15.4), then the largest interval of existence of u(z)
is either [zg, zo +a] or [xo, o + ), a < a and |Ju(x)| — o0 as x — zo + a.

Theorem 16.3 (Perron’s Uniqueness Theorem). TLet
f(z,y), f(z,0) =0, be a nonnegative continuous function defined in the
rectangle g < x < g +a, 0 < y < 2b. For every z; € (xg,x0 + a),
let y(x) = 0 be the only differentiable function satisfying the initial value
problem

y/ = f(xvy)v y((Eo) =0 (161)

in the interval [z, 7). Further, let g(z,u) be continuous in Q4 : 29 < z <
2o+ a, ||u—u’]] <band

lg(z,u) = g(z, )| < f(z,[lu—wvl]) (16.2)

for all (z,u), (x,v) € Q4. Then the problem (15.4) has at most one solution
in [z, zo + al.

Proof. Suppose u(x) and v(x) are any two solutions of (15.4) in [z, z¢+
al. Let y(z) = ||u(z) — v(z)||, then clearly y(xo) = 0, and from Problem
11.5 it follows that

DYy(z) < |l'(z) —v' (@)l = llg(z,u(@)) — gz, v(@))|l (16.3)

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 109
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Using inequality (16.2) in (16.3), we obtain Dt y(z) < f(x,y(z)). Therefore,
from Theorem 11.6 it follows that y(z) < r(x), = € [xg,x1) for any x; €
(zo,x0 + a), where r(x) is the maximal solution of (16.1). However, from
the hypothesis 7(x) = 0, and hence y(z) = 0 in [z, 2z1). This proves the
theorem. |

In Theorem 16.3 the function f(z,y) = h(x)y, where h(x) > 0 is contin-
uous in [zg, zo + a] is admissible, i.e., it includes the Lipschitz uniqueness
criterion.

For our next result we need the following lemma.

Lemma 16.4. Let f(x,y) be a nonnegative continuous function for
xg < x <29+ a, 0 <y < 2bwith the property that the only solution y(x)
of the DE ¢ = f(x,y) in any interval (xg,x1) where z1 € (29,20 + a) for
which ¥/, (x¢) exists, and

y(zo) = yi(z0) = 0 (16.4)

is y(x) = 0. Further, let fi(x,y) be a nonnegative continuous function for
xo<zx<zp+a, 0<y<2b fi(z,0)=0and

filz,y) < flx,y), = # 0. (16.5)

Then for every x1 € (xg, zo+a), y1(x) = 0is the only differentiable function
in [zg, 1), which satisfies

vi = fl@m), w(ze) = 0. (16.6)

Proof. Let r(z) be the maximal solution of (16.6) in [zq,z1). Since
fi(xz,0) =0, y1(z) =0 is a solution of the problem (16.6). Thus, r(z) > 0
in [zg,x1). Hence, it suffices to show that r(z) = 0 in [x¢,z1). Suppose, on
the contrary, that there exists a x9, z¢p < x3 < x1 such that r(zs) > 0.
Then because of the inequality (16.5), we have

() < fz,r(2)), z0<x< 20,
If p(z) is the minimal solution of
vo= flay), ylez) = r(z),
then an application of Problem 11.6 implies that
o(z) < 1(2) (16.7)
as long as p(x) exists to the left of xo. The solution p(x) can be continued

to x = xg. If p(x3) =0, for some z3, xo < x3 < 3, we can affect the con-
tinuation by defining p(z) = 0 for 2y < x < x3. Otherwise, (16.7) ensures



Existence and Uniqueness of Solutions of Systems (Contd.) 111

the possibility of continuation. Since r(zg) = 0, limwﬁrg p(z) =0, and we
define p(zp) = 0. Furthermore, since fi(z,y) is continuous at (zp,0) and
J1(20,0) = 0, 7/, (xo) exists and is equal to zero. This, because of (16.7), im-
plies that p/, (z) exists and p/, (xo) = 0. Thus, p'(z) = f(=z, p(x)), p(xo) =
0, p/y(z0) = 0, and hence from the hypothesis on f(x,y) it follows that
p(x) = 0. This contradicts the assumption that p(xs) = r(x2) > 0. There-
fore, r(x) = 0. |

Theorem 16.5 (Kamke’s Uniqueness Theorem). Let
f(z,y) be as in Lemma 16.4, and g(z,u) as in Theorem 16.3, except that
the condition (16.2) holds for all (z,u), (z,v) € Qy, x # xo. Then the
problem (15.4) has at most one solution in [z, zg + a.

Proof. Define the function

fo(w,y) = W lg(, u) = g(z,v)l (16.8)

for xp <z < zg+a, 0 <y < 2b. Since g(z,u) is continuous in 4, the
function fy(z,y) is continuous for zy < x < xg +a, 0 < y < 2b. From
(16.8) it is clear that the condition (16.2) holds for the function f,(z,y).
Moreover, fy(z,y) < f(z,y) for zo <z < z9+a, 0 <y < 2b. Lemma 16.4
is now applicable with fi(z,y) = fq(x,y) and therefore f,(z,y) satisfies the
assumptions of Theorem 16.3. This completes the proof. |

Kamke’s uniqueness theorem is evidently more general than that of Per-
ron and it includes as special cases many known criteria, e.g., the following:

1. Osgood’s criterion in the interval [xo,zo +a] : f(z,y) = w(y), where
the function w(y) is as in Lemma 10.3.

2. Nagumo’s criterion in the interval [zg,zo + a] : f(z,y) = ky/(xz — x0),
k<1

3. Krasnoselski-Krein criterion in the interval [zg, o + a] :

k

flz,y) = min{x yx , Cyo‘}, C>0, O<a<l, k(l-a)<l
— Tg

Theorem 16.6 (Continuous Dependence on Initial Con-

ditions). Let the following conditions hold:

(i)  g(x,u) is continuous and bounded by M in a domain E containing

the points (zg,u°) and (21, ul).

(ii) g(z,u) satisfies a uniform Lipschitz condition (15.5) in E.

(iii) A(z,u) is continuous and bounded by M; in E.

(iv) wu(z) and v(z) are the solutions of the initial value problems (15.4)
and

Vo= g(z,0) + hz,v), v(e) =
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respectively, which exist in an interval J containing x¢ and z;.

Then for all x € J, the following inequality holds:

fu@) =@l < (I = wll+ O + Mi)for — ol + 7711

x exp (L|x — xg|) — %Ml.
Theorem 16.7 (Differentiation with Respect to Initial
Conditions). Let the following conditions be satisfied:

(i)  g(x,u) is continuous and bounded by M in a domain E containing
the point (zq, u®).

(ii) The matrix dg(z,u)/Ou exists and is continuous and bounded by L
in E.

(iii) The solution u(z,xo,u’) of the initial value problem (15.4) exists in
an interval J containing z.

Then the following hold:

1. The solution u(z, o, u) is differentiable with respect to u°, and for each
J (1 <j<n), vI(x) = du(x, z9, u’)/0uf is the solution of the initial value
problem

’ dg 0
= %(x,u(x,xo, u’))v (16.9)

v(rg) = ¢ = (0,...,0,1,0,...,0). (16.10)

2. The solution u(x, zo,u’) is differentiable with respect to x¢ and v(z) =
Ou(x, zg,u’)/dz0 is the solution of the differential system (16.9), satisfying
the initial condition

v(zg) = — g(wo,u’). (16.11)

Finally, in this lecture we shall consider the differential system

v = g(x,u,\), (16.12)
where A = (A1,..., Apn) € R™ is a parameter.
If in (16.12) we treat Aq,..., Ay, as new variables, then
dA; .
. =0 1<i<m. (16.13)

Thus, the new system consisting of (16.12) and (16.13) is exactly of the
form (15.1), but instead of n, now it is (n +m)-dimensional. Hence, for the
initial value problem

/

u' = gz, u,\),  u(zo) = u’ (16.14)
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the result analogous to Theorem 12.4 can be stated as follows.

Theorem 16.8. Let the following conditions be satisfied:

(i) g(x,u,\) is continuous and bounded by M in a domain E ¢ R" ™!
containing the point (xq,u’, \°).

(ii) The matrix dg(z,u, A)/Ou exists and is continuous and bounded by L
in E.

(iii) The nxm matrix dg(x,u, A)/OX exists and is continuous and bounded
by L; in E.

Then the following hold:

1. There exist positive numbers h and e such that for any A satisfying
A — A% < ¢, there exists a unique solution u(z, \) of the problem (16.14)
in the interval |z — o] < h.

2. For all A? such that [[\* = \°|| <¢, i = 1,2, and & in |z — 2| < h the
following inequality holds:

L
(e, A1) = (e, )| < FIA = || (exp(Llz — zol) — 1).

3. The solution u(x,\) is differentiable with respect to A and for each
j (1 <5 <m), vI(x,\) = 0u(z,\)/0A; is the solution of the initial value
problem

99

z,u(z, A), \v(z, \) + a—)\j($7u(:ﬁ,)\),/\) (16.15)

v(xg,A) = 0. (16.16)

, 0
V(@A) = 55

Problems

16.1. Solve the following problems by using Picard’s method of succes-
sive approximations:

(i) u’:[ol Hu u(O):[?}

(i) u’_H Hu+[i] u(O)_{i}

16.2. Show that the problem (1.6), (1.8) is equivalent to the integral
equation

€T

n—1 i
) = 3 L [ ot 0. 0 OO

— (n=1)!/,,
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16.3. Let the following conditions hold:

(i)  f(x,¢0,...,0n_1) is continuous in
n—1
D |z —wol <a, D |di—wi| <b
=0

and hence there exists a M > 0 such that supg, [f(z, do,...,¢n—1)] < M.

(ii)  f(x,¢o,...,¢n—1) satisfies a uniform Lipschitz condition in £, i.e.,
for all (z,d0,...,Pn-1), (€,%0,...,¥n_1) € Qy there exists a constant L
such that

n—1
[f(@, 60, n1) = F(@, %0, 1) < LY |6 = il.
=0

Show that the problem (1.6), (1.8) has a unique solution in the interval
Jp ¢ | — 20| < h = min{a,b/M;}, where My = M +b+ Z?z_ol lyil-

16.4. Let y(x) and z(x) be two solutions of the DE
Y 4 i@y ™D 44 pa(a)y = (@) (16.17)
in the interval J containing the point xg. Show that for all x in J

u(xo) exp(—2K|z — zo|) < u(z) < wu(xg)exp(2K|z — x0)),

where
n n—1 ) )
K = 1+Zsuglpi(x)| and u(z) = > (YW (x) -2 ()%
i=1 %€ i=0

*16.5. Consider the initial value problem

v +aly,y)y +6y) = f(x), y0) =y, ¥(0) = mn

where a(y,y"), B(y) are continuous together with their first-order partial
derivatives, and f(x) is continuous and bounded on R, a > 0, yG(y) >
0. Show that this problem has a unique solution and it can be extended
to [0, 00).

16.6. Using an example of the form
up = u
uhy = —uy

observe that a generalization of Theorem 11.1 to systems of first-order DEs
with inequalities interpreted component-wise is in general not true.
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Answers or Hints

16.1. (i) (sinz,cosz)T. (ii) (e +2e % —2 —1,e* — 2% —x —1)7.
16.2. Use Taylor’s formula.
16.3. Write (1.6), (1.8) in system form and then apply Theorem 15.2.

16.4. Use the inequality 2|a||b] < a? + b2 to get —2Ku(x) < u'(z) <
2Ku(x).

16.6. Let J =[0,7), u(x) = (sinz, cosz)? and v(z) = (—¢, 1—€)T, 0 <
e<1.



Lecture 17

General Properties
of Linear Systems

If the system (15.1) is linear, i.e.,
gi(x,u) = a;1(x)ug + ap(z)us + -+ + ain(z)uy + bi(x), 1<i<n,
then it can be written as
u = A(z)u+ b(x), (17.1)

where A(x) is an n X n matrix with elements a;;(z), b(z) is an n x 1
vector with components b;(x), and u(x) is an n x 1 unknown vector with
components wu;(x).

The existence and uniqueness of solutions of the differential system
(17.1) together with the initial condition

u(zg) = u° (17.2)

in an interval J containing o follows from Corollary 15.4 provided the
functions a;;(z), bi(x), 1 <, j < n are continuous in J which we shall
assume throughout.

The principle of superposition for the first-order linear DEs given in
Problem 5.2 holds for the differential system (17.1) also, and it is stated as
follows: If u(x) is a solution of the differential system u' = A(z)u + b'(z)
and v(z) is a solution of v/ = A(z)v + b2(x), then ¢(x) = cru(z) + cov(x)
is a solution of the differential system ¢’ = A(x)¢ + c1b'(x) + c2b?(x). For
this, we have

¢'(x)

' (x) + exv'(z)

= a(A(@)u(z) +b'(2)) + c2(A(z)o(z) + b (2))
= A(@)(cru(z) + c2v(x)) + e1b' () + c2b?(2)
= A(@)¢(z) + c1b'(z) + e2b*(2).

In particular, if b*(z) = b*(z) = 0, i.e., u(x) and v(z) are solutions of
the homogeneous differential system

v = A(x)u, (17.3)

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 116
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then ciu(x) + cov(x) is also a solution. Thus, solutions of the homoge-
neous differential system (17.3) form a vector space. Further, if b!(x) =
b%(x), c1 =1, co = —1 and u(z) is a solution of (17.1), then v(x) is also a
solution of (17.1) if and only if u(z) —v(z) is a solution of (17.3). Thus, the
general solution of (17.1) is obtained by adding to a particular solution of
(17.1) the general solution of the corresponding homogeneous system (17.3).

To find the dimension of the vector space of the solutions of (17.3) we
need to define the concept of linear independence and dependence of vector-
valued functions. The vector-valued functions u!(z),...,u™(z) defined in
an interval J are said to be linearly independent in J, if the relation c;u! (x)+
4 epu™(x) =0 for all z in J implies that ¢; = - -+ = ¢, = 0. Conversely,
these functions are said to be linearly dependent if there exist constants
C1,...,cm not all zero such that cyul(z) + -+ + cpu™(z) = 0 for all x € J.

Let m functions u!(z), ..., u™(x) be linearly dependent in J and ¢, # 0;

then we have
Ch— ¢ c
W) = — Zul(z)— o — EELuF @) — EELR L () — = 2R (),
Ck Ck Ck Ck
i.e., u¥(r) (and hence at least one of these functions) can be expressed as a
linear combination of the remaining m — 1 functions. On the other hand, if
one of these functions, say, u”(z), is a linear combination of the remaining
m — 1 functions, so that
uf(z) = crul(z) 4+ -+ o1t @) + cppn T (@) 4 F epu™(2),

then obviously these functions are linearly dependent. Hence, if two func-
tions are linearly dependent in J, then each one of these functions is iden-
tically equal to a constant times the other function, while if two functions
are linearly independent, then it is impossible to express either function as
a constant times the other. The concept of linear independence allows us
to distinguish when the given functions are “essentially” different.

Example 17.1. (i) The functions 1,,...,2™ ! are linearly inde-
pendent in every interval J. For this, ¢; + cox + - + ¢pz™ ' = 0 in J
implies that ¢; = --- = ¢;,, = 0. If any ¢ were not zero, then the equation
c1+cx+ -+ cma™ ! = 0 could hold for at most m — 1 values of z,
whereas it must hold for all x in J.

(ii) The functions

T 2z
1 ¢ 2 ¢
u(z) = , u(z) =
o= 0] e - ]
are linearly independent in every interval J. Indeed,

e e?x
C1 o + co 362$ =0
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implies that cie® + c2€?® = 0 and c¢;e® 4 3c2e?® = 0, which is possible only
for ¢; = ¢c9 = 0.

(iii) The functions

are linearly dependent.

For the given n vector-valued functions u!(z),...,u"(x) the determi-
nant W (ul,...,u")(z) or W(x), when there is no ambiguity, defined by
ui(z) uf ()
u(z) ug ()
Uy, () Uy ()

is called the Wronskian of these functions. This determinant is closely
related to the question of whether u!(z), ..., u™(x) are linearly independent.
In fact, we have the following result.

Theorem 17.1. If the Wronskian W (z) of n vector-valued functions
ul(z),...,u"(z) is different from zero for at least one point in an interval
J; then these functions are linearly independent in J.

Proof. Let u!'(x),...,u"(x) be linearly dependent in .J, then there exist
n constants ¢y, ..., c, not all zero such that Y., c;u’(z) = 0 in J. This is
the same as saying the homogeneous system of equations > ., ul(z)¢; =
0, 1 <k <n, x € J, has a nontrivial solution. However, from Theorem
13.2 this homogeneous system for each # € J has a nontrivial solution if
and only if W(x) = 0. But W (z) # 0 for at least one z in J, and, therefore
ul(x),...,u"(x) cannot be linearly dependent.

In general the converse of this theorem is not true. For instance, for

ul(a) = [1] w(a) = []

which are linearly independent in any interval J, W(u!,u?)(z) = 0 in J.
This example also shows that W (u!,u?)(z) # 0 in J is not necessary for
the linear independence of u'(x) and u?(x) in J, and W (u',u?)(z) = 0 in
J may not imply that u!'(x) and u?(z) are linearly dependent in J. Thus,
the only conclusion we have is W (z) # 0 in J implies that u!(z), ..., u" ()
are linearly independent in J, and linear dependence of these functions in
J implies that W(z) =0 in J.
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The converse of Theorem 17.1 holds if u!(z), ..., u™(x) are the solutions
of the homogeneous differential system (17.3) in J. This we shall prove in
the following theorem.

Theorem 17.2. Let u'(z),...,u"(z) be linearly independent solutions
of the differential system (17.3) in J. Then W(x) # 0 for all x € J.

Proof. Let z be a point in J where W (zg) = 0, then from Theorem 13.2
there exist constants cq,...,c, not all zero such that Y 7, c;u’(zg) = 0.
Since u(z) = .1, c;u’(z) is a solution of (17.3), and u(zg) = 0, from the
uniqueness of the solutions it follows that u(z) = >, ;u’(xz) = 0 in J.
However, the functions u'(z),...,u"(x) are linearly independent in J so we
must have ¢; = --- = ¢, = 0. This contradiction completes the proof. |

Thus, on combining the results of Theorems 17.1 and 17.2 we find that
the solutions u!(z),...,u"(x) of the differential system (17.3) are linearly
independent in J if and only if there exists at least one point zy € J such
that W (xg) # 0, i.e, the vectors u!(xg), ..., u"(xq) are linearly independent.
Hence, the solutions u'(z),...,u"(x) of the system (17.3) satisfying the
initial conditions

ul(zg) = €', i=1,...,n (17.4)

are linearly independent in J. This proves the existence of n linearly inde-
pendent solutions of the differential system (17.3) in J.

Now let u(x) be any solution of the differential system (17.3) in J
such that u(zg) = u’. Then from the existence and uniqueness of the
solutions of the initial value problem (17.3), (17.2) it is immediate that
u(z) = Y1 udui(z), where u'(z) is the solution of the problem (17.3),
(17.4). Thus, every solution of (17.3) can be expressed as a linear combina-
tion of the n linearly independent solutions of (17.3), (17.4). In conclusion,
we find that the vector space of all solutions of (17.3) is of dimension n.

Finally, in this lecture we shall prove the following result, which gives a
relation between the Wronskian W(z) and the matrix A(z).

Theorem 17.3 (Abel’s Formula). Let u'(z),...,u"(z) be the

solutions of the differential system (17.3) in J and z¢ € J. Then for all
T € J,

W(z) = W(zo)exp (/:TrA(t)dt) (17.5)

Proof. In view of (13.5) the derivative of the Wronskian W (z) can be
written as
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n

W'(z) = Z ul () - w?(z) . (17.6)

= Uzl+1(37) u?-s-l(x)
Uy (2) Uy (2)

In the ith determinant of the right side of (17.6) we use the differential
system (17.3) to replace u] '(z) by Y_p_; ai(x)uj,(x), and multiply the
first row by a;1(z), the second row by a;2(z), and so on—except the ith
row—and subtract their sum from the ith row, to get

W'(z) = Za“(x)W(x) = (Tr A(z))W(x). (17.7)
i=1
Integration of the first-order DE (17.7) from xo to z gives the required
relation (17.5). |

Example 17.2. For the differential system

0 1
u = 2 2z +1) u, r#-1+£V2
(z24+2x—-1) (x242z—1)

it is easy to verify that

Wl (z) = {fﬁl] and u2(z) — {9322;1}

are two linearly independent solutions. Also,

z+1 2241
W', u?)(z) = = 224221
1 2z
and
¢ T2t +1) 22 +2r+1
TrA(t)dt ) = T g =
eXp(/:;O r () ) eXP(/mO (t2+2t—].) ) $%+21’0—1’
xo # —1+ 2.

Substituting these expressions in (17.5) we see that it holds for all .

We finish this lecture with the remark that the relation (17.5) among
other things says that W (x) is either identically zero or never zero in J.
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Problems

17.1. Show that the linear differential system (17.1) remains linear
after the change of the independent variable x = p(t).

17.2. Matrices of the form

0 1 0 e 0

0 0 1 e 0

0 0 0 e 1
—Pn  —Pn-1 —Pn-2 e —P1

are called companion matrices. Show the following:

(i) If y(x) satisfies the nth-order linear homogeneous DE

and if the vector-valued function u(x) is defined by u;(z) =y~ (x), i =
1,2,...,n, then ' = A(x)u with A(z) in the companion form.

(ii) Ifyr(x), 1 <k <mn are n solutions of (17.8), then

WFz) = (@), (@), .y @), 1<k<n

satisfy the system u' = A(z)u.
(iil) W(u',...,u™)(z) = W(u',...,u™)(2o)exp ( / D1 (t)dt> .

17.3. The Wronskian of n functions y; (), ..., y,(x) which are (n — 1)
times differentiable in an interval J is defined by the determinant

y1<33 yn(x)
W)@ — | O v ()
ygnfl) ({L‘) y»slnil) (x)

Show the following:
(i)  If W(y1,...,yn)(z) is different from zero for at least one point in J,
then the functions y;(x), ..., y,(x) are linearly independent in J.

(ii) If the functions y;(x),...,yn(x) are linearly dependent in J, then the
Wronskian W (y,...,y,)(x) =0in J.

(iii) The converse of (i) as well as of (ii) is not necessarily true.
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(iv) I W(yi,...,yn)(z) = 0 in J, but for some set of (n — 1), y’s (say,
without loss of generality, all but y,(x)) W(y1,...,yn—1)(x) # 0 for all
x € J, then the functions y;(x),...,y,(x) are linearly dependent in J.

17.4. Let y1(x),...,yn(x) be n times continuously differentiable func-
tions in an interval J and W (y1,...,ys)(x) # 0. Show that

WY1, yn, y)(x) -0
W(ylavyn)(x)

is an nth-order linear homogeneous DE for which y(z),...,y.(x) are so-
lutions.

17.5. Show that the DE (17.8) can be transformed to its normal form

20 4 ga(0)207H 4 g3(2)2Y 4 g ()2 = 0,

z(z) = y(z)exp (; /xpl(t)dt>,

provided p;(z) is (n — 1) times differentiable in J. In particular for n = 2,
the normal form of (17.8) is

where

24 (o) - grite) = @) ) 2 = 0,

17.6. Let ¢1(x) # 0 in J be a solution of the DE (17.8). If vq,..., v,
are linearly independent solutions of the DE

10D 4 oY 4 py (@) (n— 1" P 4+ pa_i(@)dr]o = 0

and if vy = u, k=2,...,n, then ¢1,u2¢1,...,un¢1 are linearly indepen-
dent solutions of (17.8) in J. In particular, for n = 2 the second linearly
independent solution of (17.8) is given by

oala) = on(o) | G (— / pi(s)is)

(see (6.5)).

17.7. Let u(x),v(x) and w(x) be the solutions of the DE ¢/ +y =0
satisfying u(0 ) 1, ¥/(0) =0, ¥”(0) = 0; v(0) =0, v'(0) =1, v"(0) = 0;
w(0) = 0, w'(0) = 0, w”(O) = 1. Without solving the DE, show the
following:

(i) u(z) =—w(x).
(ii) ' (z) = u(x).
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(i) w'(x) =v(x).

(iv) W(u,v,w)=u>—v3+w+3uwww = 1.

Answers or Hints
17.1. For each k, 0 < k <mn it is easy to find

d* k d
ot = 2izoPri() Gt
where py;(t) are some suitable functions.

17.2. To show (i) and (ii) write the equation (17.8) in a system form.
part (iii) follows from Abel’s formula (17.5).

17.3. (i) If y;(z), 1 < ¢ < n are linearly dependent, then there exist non-
trivial ¢;, 1 <@ < nsuch that Y., ¢;y;(z) = 0 for all z € J. Differentiating

this, we obtain ) ;- 1 czyl(lC () =0, k=0,1,...,n—1 for all z € J. But,
this implies W (z) = 0. (ii) Clear from part (i). (iii) Consider the functions

y1(z) = 23, ya(x) = x2|33| (iv) W(y1, -, Yn—1,¥y)(x) = 0 is a linear homo-
geneous DE such that the coefficient of ™~ () is W (y1, ..., Yn_1)(x) # 0.
For this (n — 1)th-order DE there are n solutions y;(z), 1 <i < n.

17.4. See part (iv) of Problem 17.3.
17.5. Use Leibnitz’s formula.

17.6. Since ¢1(x) is a solution of the DE (17.8), y = u¢y will also be
its solution provided 0 = (u¢1)™ + py () (ugy) "~ + - + pn(z)(ugy) =
9100+ (ngh 4 pa(@)d1)v ™) 4+ (ngh" ™ 4 (n— Dpa ()" +

-4 pp_1(x)p1)v, where v = u'. The coefficient of v(®~1 is ¢, and hence 1f
¢1(x) # 01in J, then the above (n—1)th-order DE has n—1 hnearly indepen-
dent solutions v, ..., v, in J. If zg € J, and ug(z f v(t)dt, 2 <k <n
then the functions ¢1, U P, ..., Uppy are solutlons of (17 8). To show that
these solutions are linearly independent, let ¢y ¢1+couapr1+- - -+cpund1 =0,
where not all ¢, ...,¢, are zero. However, since ¢1 # 0 in J, this im-
plies that ¢y + cous + -+ + cpu, = 0, and on differentiation we obtain
couly + -+ + cpul, = 0, ie., covg + -+ + cpv, = 0. Since vg,...,v, are
linearly independent c; = -+ = ¢, = 0, which in turn also imply that
C1 = 0.

17.7. Since W(u,v,w)(0) = 1, u,v,w are linearly independent solutions of
y" +y = 0. Now since (v')"” + (u') = 0, u' is also a solution of y"' +y = 0.

Hence there exist nonzero constants ¢y, ¢2, c3 such that v/(z) = cu(x) +

cov(x) + csw(x). Part (iv) follows from parts (i)—(iii) and Abel’s formula.
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Fundamental Matrix Solution

In our previous lecture we have seen that any solution u(z) of the dif-
ferential system (17.3) satisfying u(xg) = u® can be written as u(z) =
S udui(z), where u'(z) is the solution of the initial value problem (17.3),
(17.4). In matrix notation this solution can be written as u(x) = ®(x, zo)u’,
where ®(x, ) is an n x n matrix whose ith column is u*(x). The matrix
®(x,x0) is called the principal fundamental matriz; however, some authors
prefer to call it evolution or transition matriz. It is easy to verify that

®(x,x0) is a solution of the matrix initial value problem

dd

The fact that the initial value problem (18.1) has a unique solution
®(x,x0) in J can be proved exactly as for the problem (17.1), (17.2). More-
over, the iterative scheme

() = I+/IA(t)<I>m(t)dt7 m=0,1,... (18.2)

(x) = I (18.3)

converges to ®(z,zq), and

(I)(:L‘,l‘o) = I+/ dt+/ / tl dtldt-f— (184)

The series (18.4) is called Peano—Baker series for the solution of (18.1). If
A is an n X n constant matrix, then it can be taken out from the integrals
and (18.4) becomes

T x t
O(x,29) = I+A/ dt—|—A2//dt1dt+---
Zo

= I+ Z JC—.I‘Q = exp(A(z — zo)).

Summarizing this discussion, specifically we have proved the following
theorem.

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 124
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Theorem 18.1. The matrix
O(x,29) = exp(A(x — x9)) (18.5)
is the principal fundamental matrix of the system
u = Au, (18.6)
where A is a constant matrix.

0

-1 0
AdmEL — A A2 — [ A3 — A A — [ for m = 0,1,... and
hence the series (18.4) can be summed, to obtain

l cos(x —xg)  sin(x — o) ] '

Example 18.1. For the matrix A = it is easily seen that

—sin(z — xo) cos(x — xo)

In our previous lecture we have also proved that the solutions u!(x), ...,
u"(z) of the differential system (17.3) are linearly independent in J if and
only if there exists at least one point g € J such that W (xzg) # 0. If these
solutions are linearly independent, then the set u!(z),...,u"(x) is called
a fundamental system of solutions of (17.3). Further, the n x n matrix
U(z) = [ul(x),...,u™(x)] is called the fundamental matriz of (17.3). For
this matrix ¥(z), we shall prove the following result.

Theorem 18.2. If ¥(x) is a fundamental matrix of the differential
system (17.3), then for any constant nonsingular n x n matrix C, ¥(z)C
is also a fundamental matrix of (17.3), and every fundamental matrix of
(17.3) is of the form ¥(z)C for some constant nonsingular n x n matrix C.

Proof. Obviously, ¥/(x) = A(x)¥(x), and hence ¥ (z)C = A(z)¥(z)C,
which is the same as (¥U(z)C) = A(z)(¥(x)C), i.e., ¥(z) and ¥(z)C both
are solutions of the same matrix differential system ® = A(z)®. Further,
since det ¥(z) # 0 and det C # 0 it follows that det (¥(z)C) # 0, and
hence ¥(z)C is also a fundamental matrix solution of (17.3). Conversely,
let ¥y(z) and ¥ao(x) be two fundamental matrix solutions of (17.3). If
U (2)0(z) = C(2), ie., Ui(z) = Uy(2)C(x), then we find that V) (z) =
Uh(x)C(x) + Ua(x)C'(x) which is the same as

Ax)¥q(z) = A(x)V2(2)C(z) + o (2)C'(2) = A(z)¥1(z) + Vo (z)C' ();

ie., Uy(z)C'(z) = 0, or C'(x) = 0, and hence C(z) is a constant matrix.
Further, since both ¥y (z) and ¥o(z) are nonsingular, this constant matrix
is also nonsingular. |

As a consequence of this theorem, we find

O(x,20) = U(x)T ! (x0) (18.7)
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and the solution of the initial value problem (17.3), (17.2) can be written as
u(z) = V(x)T(zo)u’. (18.8)

Since the product of matrices is not commutative, for a given constant
nonsingular matrix C, C'¥(x) need not be a fundamental matrix solution of
the differential system (17.3). Further, two different homogeneous systems
cannot have the same fundamental matrix, i.e., ¥(z) determines the matrix
A(z) in (17.3) uniquely by the relation A(z) = ¥’(z)¥~!(z). However, from
Theorem 18.2 the converse is not true.

Now differentiating the relation W(z)¥~1(x) = I, we obtain
V()0 (2) + U(2) (T (2)) = 0

and hence

which is the same as
(@' (=)")

Therefore, (U~1(x))T is a fundamental matrix of the differential system

/

= — AT(2)(T ()7 (18.9)

o = — AT (z)u. (18.10)

The system (18.10) is called the adjoint system to the differential system
(17.3). This relationship is symmetric in the sense that (17.3) is the adjoint
system to (18.10) and vice versa.

An important property of adjoint systems is given in the following result.

Theorem 18.3. If ¥(x) is a fundamental matrix of the differential
system (17.3), then x(x) is a fundamental matrix of its adjoint system
(18.10) if and only if

X (x)¥(x) = C, (18.11)

where C' is a constant nonsingular n x n matrix.

Proof. If ¥(z) is a fundamental matrix of the differential system
(17.3), then from (18.9) it follows that (¥~!(x))T is a fundamental matrix
of the differential system (18.10), and hence Theorem 18.2 gives x(z) =
(U=1(2))T D, where D is a constant nonsingular n x n matrix. Thus, on us-
ing the fact that (?~1(x))7 is a fundamental matrix we have U7 (2)x(z) =
D, which is the same as T (z)¥(z) = DT. Therefore, (18.11) holds with
C = DT. Conversely, if ¥(z) is a fundamental matrix of (17.3) satisfying
(18.11), then we have ¥T'(z)x(z) = CT and hence x(z) = (VT (z))"1C7T.
Thus, by Theorem 18.2, () is a fundamental matrix of the adjoint system
(18.10).
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As a consequence of this theorem, if A(z) = —AT(z), then (U7 (z))~!
being a fundamental matrix of (18.10) is also a fundamental matrix of the
differential system (17.3). Thus, Theorem 18.2 gives ¥(z) = (VT (z))~1C,
which is the same as U7 (2)¥(z) = C. Hence, in this particular case the
Euclidean length of any solution of the differential system (17.3) is a con-
stant.

Now we shall show that the method of variation of parameters used in
Lectures 5 and 6 to find the solutions of nonhomogeneous first and second-
order DEs is equally applicable for the nonhomogeneous system (17.1).
For this, we seek a vector-valued function v(z) such that ®(x, zp)v(x) is a
solution of the system (17.1). We have

&' (x, 0)v(x) + ®(2,20)0 () = A(2)P(2,70)0(T) + b(2),
which reduces to give
O(z, 0)v"(x) = b(x);
and hence from Problem 18.2, it follows that
v'(z) = @ Ha,20)b(z) = (20, 7)b(7).

Thus, the function v(x) can be written as

v(z) = v(xo)+/x<1>(xo7t)b(t)dt.

.
Finally, since u(xzg) = ®(xo, zo)v(zo) = v(xp), the solution of the initial
value problem (17.1), (17.2) takes the form

u(z) = @(x,xo)uo—i—q)(xwo)/xq)(xo,t)b(t)du (18.12)

xo
which from Problem 18.2 is the same as

u(z) = @(m,xo)uo—i—/z O (z,t)b(t)dt. (18.13)

zo

If we use the relation (18.7) in (18.12), then it is the same as

w(@) = (z)e+ / W) O ()bt dt, (18.14)
zo
where the constant vector ¢ = ¥~ (z)u’. Hence, we have an explicit rep-
resentation of the general solution of (17.1) in terms of any fundamental
matrix U(x) of the differential system (17.3).

In the case when A(x) is a constant matrix A, relation (18.5) can be
used in (18.13), to obtain

u(z) = eA@*Io)uM/ e Dp(t)dt. (18.15)

0
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Example 18.2. Consider the system

u o= [02 Hujﬂﬂ (18.16)

For the corresponding homogeneous system
= 0 1 u
- -2 3
it is easy to verify that the principal fundamental matrix is
2eT — e % 4% er e 2 -1
O(z,0) = ) ) = ) .
2e* — 27" —e” + 2e*” e 2e” -1 1
Thus, the solution of (18.16) satisfying u(0) = u® can be written as
er e 2 -1 0
U
er  2e%® -1 1
e | 27t  _et 1
dt
ex 2621’ o 767% 67215 1
2eT — 621 —e* + eQw

20T — 2e2T T 4 2027

+

Problems

18.1. Show that the vector-valued function

wz) = exp ( L A(t)dt> 0

is not a solution of the differential system (17.3) unless A(x) and f;; A(t)dt
commute for all z.

18.2. Let ®(z,x0) be the principal fundamental matrix of the system
(17.3) in an interval J. Show that ®(x, zo) = ®(z, x1)P(x1, zo), where z1 €
J, and hence, in particular, ®~!(z,zq) = ®(x9, ), and ®(x,x) = I for all
T e J

18.3. For the n x n matrix ®(z,t) appearing in (18.13), show the
following:

(i) 0®(x,t)/0x = A(x)P(x,t).
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(ii) OP(w,t)/0t = —®(z,t)A(t).
(i) ®(z,t) =T+ [ A(s)®(s,t)ds.
(iv) ®(z,t) =1+ [ ®(z,s)A(s)ds.
18.4. Show that a square nonsingular matrix ®(.,.) which depends on

two arguments and is differentiable with respect to each argument in J is a
principal fundamental matrix if ®(xg,zo) = I for all 2y in J and the matrix

m@(x,xo)} & (2, z0)

depends on z alone.

18.5. Let ®(z) = ®(z,0) be the principal fundamental matrix of the
system (18.6). Show the following:

(i)  For any real zg, ®1(z) = ®(x — x¢) is a fundamental matrix.

(i) @(z —x9) = ®(2)®(—19) = @(x)® '(x0), and hence ®(—xy) =
@71(.1‘0).

18.6. The linear differential system (17.3) is said to be self-adjoint when
A(z) = —AT(z) for all x in J. Let ®(z,z0) be the principal fundamental
matrix of the system (17.3), and ¥(z,xo) be the principal fundamental
matrix of the adjoint system (18.10). Show that the differential system
(17.3) is self-adjoint if and only if ®(x,z¢) = VT (29, z).

18.7. Let the matrix A(z) be such that a;;(x) > 0 for all ¢ # j and all
x > xg. Show the following:

(i)  Every element of the principal fundamental matrix ®(z,zo) of the
system (17.3) is nonnegative for all > xo.

(ii) If u(x) and v(x) are two solutions of the differential system (17.3)
satisfying u;(zo) > vi(zo), 1 <i <mn, then u;(z) > v;(z), 1 <i <n for all
T > xg.

18.8. Equations of the form
poa"y"™ +pra" Ty b py = 0, >0, po#0  (18.17)
are called Euler’s DEs. Show that there exist ui(x),. .., u,(z) such that the

differential system (18.17) can be converted to u'(x) = ! Au(x), where A
is an n X n constant matrix.

18.9. For the given n linearly independent solutions yi(x), ..., yn(x)
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of the homogeneous DE (17.8) in an interval J, we define

_ y1(2)A1(t) + -+ yn(2)Ap(t)
et Wy, - yn)(t)
Y1 (t) ... yn(t)
’ .. / U1 (t) yn(t)
) y1 (t) Yn (1) Y (1) yn(t) |
(n—2) )
ylyl (x)(t) - yny (:E;t) ygn—l)(t) o y7(ln—1) (1)

(n—l)
i

ie., A;(t) is the cofactor of the element y
W(y1,...,yn)(t). Show the following:

(i) H(x,t) is defined for all (z,t) in J x J.
(ii) O'H(x,t)/0x%, 0 <i < mn, are continuous for all (z,t) in J x J.

(iii) For each fixed ¢ in J the function z(z) = H(z,t) is a solution of the
DE (17.8) satisfying 2D (1) =0, 0 <i<n—2, 2007D(t) = 1.

(iv) The function

(t) in the Wronskian

ylx) = /xH(x,t)r(t)dt

is a particular solution of the nonhomogeneous DE (16.17), satisfying
yD(z9) =0, 0<i<n—1.
(v)  The general solution of (16.17) can be written as

va) = Sewl)+ [ HE o0
i=1 o

where ¢;, 1 < ¢ < n, are arbitrary constants.

18.10. Let v(z) be the solution of the initial value problem

y" oy ey = 0

18.18
yD0) =0, 0<i<n-2, y™D0) = 1. ( )
Show that the function
y(z) = / v(z — t)r(t)dt
xo
is the solution of the nonhomogeneous DE
v+ iy Y+ pay = r(2) (18.19)

satisfying y( (z9) =0, 0 <i <n — 1.
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18.11. Open-loop input—output control systems can be written in the
form

u = Au+by(z), z = cTu+dy(x),

where the functions y(z), z(z) and the constant d are scalar. Here y(x) is
the known input and z(x) is the unknown output. Show that if u(0) = u°
is known, then

x
(1) u(x)=eu° —|—/ ATy (t)dt;
0

(i) z(z) = Teu + dy(z) + /O ' (cTeA@*f)b) y(t)dt.

The function h(t) = cT'eAb is called the impulse response function for the
given control system.

Answers or Hints

18.1. Expand exp (f;o A(t)dt) and then compare v'(z) and A(z)u(x).

18.2. Verify that ¥(z) = ®(x,21)®(x1,20) is a fundamental matrix solu-
tion of (18.1). The result now follows from the uniqueness.

18.3. Use ®(z,t) = ®(x)®~1(t).

18.4. [L®(z,20)] @ (z,20) = A(z) is the same as L &(z,z9) = A(z)
x®(x, ).

18.5. (i) Verify directly. (ii) From Theorem 18.2, ®(x — x¢) = ®(z)C.
18.6. Use Theorem 18.3 and Problems 18.2 and 18.3.
18.7. (i) If a;j(x) > 0, 1 <4,j < n, then the sequence {®™ ()} generated
by ®%(z) = 1,
T
() = 1 +/ A@)®™(t)dt, m=0,1,...,

Zo
converges to ®(z, zg) and obviously each ®™(x) > 0, and hence ®(z, zg) >
0 for all © > x¢. Now note that (17.3) is the same as

n

u, — agi(x)u; = Z aij(r)uj, 1<i<n.
J#i

(ii) Use the representation u(z) = ®(x, zo)u(xp).
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18.8. For n = 3 let y = w1, zu] = ug so that uhy = xuf + v}, uf =
zuy" + 2uf. Next let zul = uz so that uf = zuf + v = x(zu]’ + 2uf) + v}
and hence

ruy = zsull" + 29:21/1’ + zub = f&ul - <2 + b2 = D1 p1> Uug + (3 — pl) u3.

Po Po
Now write these equations in the required system form.
18.9. Verify directly.

18.10. For each fixed ¢, z(z) = v(z —t) is also a solution of (18.18) satis-
fying 2()(t) =0, 0 <i <n—2, 2»"1(¢) = 1. Now use Problem 18.9(iv).

18.11. Use (18.15).



Lecture 19

Systems with
Constant Coefficients

Our discussion in Lecture 18 has restricted usage of obtaining explicit
solutions of homogeneous and, in general, of nonhomogeneous differential
systems. This is so because the solution (18.4) involves an infinite series
with repeated integrations and (18.14) involves its inversion. In fact, even if
the matrix A(z) is of second order, no general method of finding the explicit
form of the fundamental matrix is available. Further, if the matrix A is
constant, then the computation of the elements of the fundamental matrix
e/ from the series (18.4) may turn out to be difficult, if not impossible.
However, in this case the notion of eigenvalues and eigenvectors of the
matrix A can be used to avoid unnecessary computation. For this, the first
result we prove is the following theorem.

Theorem 19.1. Let \j,..., )\, be the distinct eigenvalues of the matrix
A and v',...,v" be the corresponding eigenvectors. Then the set

ut(z) = oleM®, .. u(z) = v"eM® (19.1)
is a fundamental set of solutions of (18.6).

Proof. Since v’ is an eigenvector of A corresponding to the eigenvalue
i, we find

(’LLZ(LL'))/ — (,Uie)\iw)/ — )\ivie)\ia: — A,Uie)\iw _ A’U/l(l’)
and hence u'(x) is a solution of (18.6). To show that (19.1) is a funda-
mental set, we note that W (0) = det [v},...,v"] # 0, since v!,... 0" are

linearly independent from Theorem 14.1. Thus, the result follows from
Theorem 17.1. |

Obviously, from Theorem 19.1 it follows that
A = [tere et ] ot o] (19.2)

and the general solution of (18.6) can be written as

u(z) = Zcivie/\"“. (19.3)
i=1

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 133
doi: 10.1007/978-0-387-71276-5_19, © Springer Science + Business Media, LLC 2008
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Example 19.1. Using the results of Example 14.1, Theorem 19.1
concludes that the set

1 -1 1
u(z) = —1 |e*, ui(z) = 0 |e*, ud(z) = 2 | et
1 1 1

is a fundamental set of solutions of the differential system
2 10
u = 1 3 1 |u.
01 2

Unfortunately, when the matrix A has only k& < n distinct eigenvalues,
then the computation of e4? is not easy. However, among several exist-
ing methods we shall discuss only two which may be relatively easier as
compared with others. The first method is given in the following result.

Theorem 19.2. Let Ai,..., )\, k < n be distinct eigenvalues of the
matrix A with multiplicities r1, ..., rs, respectively, so that

P = A=A)™ (A= Ap)™; (19.4)
then

Ax - Aix = 1 j
et = Y e (A)gi(A) Y {j'(A—)\iI)Jx} , (19.5)

i=1 =0 :
where
@A) = p(AN)A =)™, 1<i<k (19.6)

and a;(A\), 1 < i < k are the polynomials of degree less than r; in the

expansion

1 a(N) ak(N)
R AN S I

Proof. Relations (19.6) and (19.7) imply that
1 = atN)ga(A) + -+ ar(Nage(N).

(19.7)

This relation has been derived from the characteristic equation p(A) = 0
of A, and therefore, using the Cayley—Hamilton Theorem 14.2, we have

I' = ai(A)qu(A) + - + ar(A) g (A). (19.8)

)\7;[13

Since the matrices A\;I and A— \;I commute and e = e[, we have

)
1 o
eA:n — e)\ifive(A*AiI)fb — e)\iz Z {'(A _ AZI)JZ‘J} .

j=0
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Premultiplying both sides of this equation by a;(A)g;(A), and observing
that g;(A)(A — \I)" = p(A) = 0, and consequently, ¢;(A)(A—NI)? =0
for all j > r;, it follows that

ri—1
i 1 o
ai(A)qi(A)e™” = eM%a;(A)g;(A) E {1(A - )\if)jxj} ‘
: J:
Jj=0
Summing this relation from ¢ = 1 to k and using (19.8), we get (19.5). |

Corollary 19.3. If k = n, ie., A has n distinct eigenvalues, then
a;(A) = (1/q;(\:))I, and hence (19.5) reduces to

n
eAz _ qi (A) 6)\1'1

(A=) (A= N D)(A—=XNipa D) - (A= N\ D)
(A = A1) (i = Aim) (N = Aig) - (A = An)

x

I
=1

i=1

(19.9)

Corollary 19.4. If k = 1, i.e., A has all the eigenvalues equal to A1,
then a;(A) = ¢;(A) = I, and hence (19.5) reduces to

n—1
Az . iz 1 i g
e = e g {j!(A—)qI)]xj . (19.10)

=0

Corollary 19.5. Ifk=2and r; = (n—1), 7 = 1 then we have

al(A) = W [()\2 - Al)n_ll — (A — Alf)n_l] (A - )\21)_1
@(4) = (A= X)), a2(A)=WL @A) = (A=xnD)"

and hence (19.5) reduces to
A-MIN\"THE
Ax ALz _ 1
e = e l[ <A2_A1> ]Z{ (A= MIY }
A= NI\
>\2$ 1
i (/\2—)\1>

n—2
1 1
_ Az 2 A— _ Az
‘ {J'( Y } e W

7=0

1 L A NI\
- A n—1+j .5 Ao 1
X _0{j( A1) x}+e (}\2_)\1
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Now since (A — AoI) = (A — MI) — (A2 — A\1)I, we find
(A=MD" N A= Xd) = (A=MD" = o= M)A =MD" L
Thus, by the Cayley—Hamilton Theorem 14.2, we get (A — A\ 1)" = (A\g —

A1)(A—A )"~ 1. Using this relation repeatedly, we obtain (A=A )"~ =
(A2 — A1)P(A — M\ )"~ L. Tt, therefore, follows that

n—2
1 o
edr = eAlmZ{,'(A)qI)Jx]}

Jj=0
n—2 n—1
1 oo A— M1
Aoz Az § - _ 1
e j:o{j!(/\2 )\1)%7} <)\2—)\1> .
(19.11)

The second method is discussed in the following theorem.

Theorem 19.6 (Putzer’s Algorithm). TLet \j,...,\, be the
eigenvalues of the matrix A which are arranged in some arbitrary, but
specified order. Then

n—1
e = Y ria()Py,
7=0

where Py =1, P; = Hiil(A —XI), 5=1,...,nand r(z),...,r,(x) are
recursively given by
ri(x) = Mri(x), r(0) =1

T;(I) = \jrj(z)+rji(x), r;(0) =0, j=2,...,n

(Note that each eigenvalue in the list is repeated according to its multiplic-
ity. Further, since the matrices (A — A\;I) and (A — A\;I) commute, we can
for convenience adopt the convention that (A — X;I) follows (A — X\;1) if
i>7.)

Proof. Tt suffices to show that ®(z) defined by
n—1
®(x) = Y riwa(2)P;
§=0

satisfies ® = A®, ®(0) = I. For this, we define ro(xz) = 0. Then it fol-
lows that

n—1 n—1

() = A®(2) = Y (Mjarj1(@) +75(2) P = A D1 (@) Py

=0 =0
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n—1
Z 41— A1 (@) P+ Y r(@)P
=0

%

n—2 n—2

=Y (N1 = A (@) Py + Z rj+1(2) Py
J=0
n—2

=Y A= AP+ (A= NP}y (z) (19.12)

j=0
= (A=) z_: Pjrjii(z)
j=0
= (A= A\I)(®(2) — (@) Pr1)
= (A= AI)®2(2) = rn(2) Py, (19.13)

where to obtain (19.12) and (19.13) we have used P11 = (A—\j411)FP; and

= (A — A\, I)P,_1, respectively. Now by the Cayley—Hamilton Theorem
14.2, P, = p(A) = 0, and therefore (19.13) reduces to ®'(z) = AdP(x).
Finally, to complete the proof we note that

ZTJ+1 j = 7“1(0)] = 1. [ |

Example 19.2. Consider a 3 x 3 matrix A having all three eigenvalues
equal to ;. To use Theorem 19.6, we note that ri(z) = eM% ry(z) =
reM? ry(x) = (1/2)22eM7 is the solution set of the system

’I"l = )\11"1, 7‘1(0) 1
b = Mrg+ry, r2(0) =0
rh = Mrs+re, r3(0) = 0.

Thus, it follows that

<
N
\

. z 1
et = MU 4a(A— M)+ 5952(,4 - M2, (19.14)
which is exactly the same as (19.10) for n = 3.

In particular, the matrix

2 1 -1
A = -3 -1 1
9 3 -4

has all its eigenvalues equal to —1, and hence from (19.14) we obtain
2+ 6x — 322 22 -2z + 22
e = —e —6x 2 2z
182 — 92 6z 2 — 6x + 322
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Example 19.3. Consider a 3 x 3 matrix A with eigenvalues A1, A, Ao.
To use Theorem 19.6, we note that ri(z) = e, ro(z) = zeM®,

xe}q(L‘ eAz.’L‘ _ e>\1(L‘

rs(z) = ) + EYESWE

and hence
()\27)\1)1’ _ 1
Az _ iz € € 2
et =e I—|—1‘A—)\I—|—{ + }A—)\I},
(19.15)
which is precisely the same as (19.11) for n = 3.
In particular, the matrix
-1 0 4
A = 0o -1 2
0 0 1
has the eigenvalues —1, —1,1 and hence from (19.15) we find
e 0 2e*—e®)
eAa: — e~ % et — e
0 e
Problems
190. () A= “ 7| show that
. . - _6 a b) W
Az - cosfBx  sinfBx
et = e .
—sinfBr cos Bz
. 0 1
(i) A= [ 1 _95 } , show that
—ox ( o . > 1 —ox s
e coswzr + — sinwzx —e Fsinwzr
Ax w w
et = ,
1 —ox s —ox < o . >
——e "sinwr e coswr — — sinwx
w w

where w = /1 — §2.
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(iii) If

0 1 0 0
3w? 0 0 2w
4= 0 0 o0 1 |’
0 2w 0 O
show that
1 . 2
4 — 3coswz — sinwz 0 —(1 — coswz)
w w
Az 3w sinwzx COS WL 0 2sinwz
© - . 2 1 .
6(—wz + sinwr) —;(1 —coswr) 1 ;(—3wx—|—4smwx)
6w(—1 + coswz) —2sinwx 0 —3+4coswz
(iv) If A? = A, show that 4% = I 4 [(e® —1)/a]A
19.2. Let A and P be n X n matrices given by
A 1 0 -~ 0 0 100 --- 0
O X1 --- 0 o 010 --- 0
A= | .oP= |
0 0 0 1 0 0 0 0 1
0 0 0 A 0 0 00 0
Show the following:
(i) P"=0.
(ii) (AI)P = P(\ID).
1 1
(111) eAat:e)\x |:I+xp+2'x2p2++ (n_l)!xn—lpn—l:| .

19.3 (Kirchner’s Algorithm). Let A1,..., Ay be distinct eigenvalues

of the matrix A with multiplicities rq, ..., rx, respectively. Define
k k
= JIO=2)7 @) = pMHA=2)"" aN) = Y gV,
j=1 j=1
xmfl

fm(x) = 14x4---+ pi(A) = (q(A) 'q(A).

(m—1)V

Show that

ij frj A /\I) )

Further, deduce the result (19.10) when &k = 1.
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19.4. Let A and B be two n X n matrices. We say that A and B
are similar if and only if there exists a nonsingular matrix P such that
P~1AP = B. Show the following:

(i)  o(z) is a solution of the differential system v = Bw if and only if
u(z) = Pu(x), where u(z) is a solution of the differential system (18.6).

(ii) eA® = PeBrp—1,

19.5. Let u(z) be a solution of the differential system (18.6). Show
that both the real and imaginary parts of u(x) are solutions of (18.6).

19.6. Show the following:

(i) Every solution of the differential system (18.6) tends to zero as x — oo
if and only if the real parts of the eigenvalues of the matrix A are negative.

(ii)  Every solution of the differential system (18.6) is bounded in the
interval [0, 00) if and only if the real parts of the multiple eigenvalues of the
matrix A are negative, and the real parts of the simple eigenvalues of the
matrix A are nonpositive.

19.7. Find the general solution of the differential system (18.6), where
the matrix A is given by

0 1 1 1 -1 4
) [ g J ]. (ii) [ : 2 }.(nn 1o 1|.Gy |3 2 -1
1 1 0 2 1 -1
110 5 -3 -2
v |0 -1 0l (i) | 8 -5 —4
0 0 3 —4 3 3

19.8. Find the general solution of the nonhomogeneous differential
system u’ = Au+b(x), where the matrix A and the vector b(z) are given by

Q) [0 —1 T )
! 3 4 | 94y |
(i) [ —2 —4 1+4x |
-1 1 | | 3/2)2% )
[ —1 1 1] [ e
@) | 1 -1 1|, e |
11 1] | 4
2 1 =2 2—x
iv) | =1 0 0 |, 1
11 -1 [1-w

19.9. Find the solutions of the following initial value problems:
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() o = { 0 }u w(0) = =2, us(0) = 1.

(if) “{_01 (1) w ur(m) = —1, up(r) = 0.
O -
(iii) u' = 5 ul(O) = O, U2(0) = 1, U3(0) =1.
e’ cos?m
[ -1 0 4 e’ |
(iv) v/ = 0 =1 2 [ut+| e ® |, u(0) =0, uz(0) =1, uz(0) = 0.
0 0 1 0 |
[ 2 1 -1 0
(v) v =] -3 =1 1 |u+| z |, u(0)=0, uz(0) =3, uz(0) = 0.
9 3 4 0
2 1 1 1
(vi) W =10 2 0 |u+]| 0|, u(0)=1, uz(0) =1, u3z(0) = 1.
0 0 3 x

19.10. Consider the DE (18.18). Show the following:

(i)  TIts characteristic equation is
pA) = N +p AT, = 0. (19.16)

(ii) If Ay # Aa # --- # A, are the roots of (19.16), then e*® 1 <i<n
are n linearly independent solutions of the DE (18.18).

(iil) If Ay #£ Ay # -+ #£ A\ (k < n) are the roots of (19.16) with multiplici-
ties 71, ..., ), respectively, then e*®, zer® ... z(ri—Deriz 1 < i<k are
n linearly independent solutions of the DE (18.18).

Answers or Hints

19.1. Verify directly.

19.2. (i) Observe that in each multiplication the position of 1 is shifted
by one column, so in P2 the nth and (n — 1)th rows are 0. (i) Obvious.
(iii) Since A = A + P, we can use parts (i) and (ii).
19.3. Clearly, ¢g()\) is a polynomial, and since ¢(\;) = ¢;(\;) # 0, i =
., k it follows that p(A) and ¢(\) have no common factor. Thus, there
exist polynomials g.(\) and p.«(\) such that g(A)g.(A) + p(M)p.(A) = 1.
Hence, in view of p(A) = 0 we obtain q(A)q.(A) =1, i.e., ¢.(A) = q(A)~!
Thus, q(A)~! exists and is expressible as a polynomial in A. Now

Az — q(A)_lq(A)eAz _ q(A)_l 22?21 qj(A)e(A—AjI)a: . erile
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Finally, use ¢;(A)(A — X\;I)" = 0 for all i > r;. For k = 1 note that

@1(A\) = ¢(\) =1 and hence q(A) " 1q.(A) = I.

19.4. (i) Verify directly. (ii) Since P"'!AP = B implies A = PBP~!, eA®
— ¢PBP 'z

19.5. Ifu(z) = p(x)+iq(x) is a solution of ' = A(z)u, then p'(z)+iq' (z) =
A(x)p(x) + iA(z)q(x).

19.6. Let \; = a;+i3;, 1 < j < k < n be distinct eigenvalues of the matrix
A with multiplicities 7;, 1 < j <k, respectively. If o = maxi<j<k o; and
T = maxi<;<k 7;, then there exists 1 > xg > 0 sufficiently large such that
for all x > z; the relation (19.5) gives [e?*| < Ce**x".

2c¢q cos 3x + 2c¢s sin 3x

: 3z
19.7. (D e [ c1(cos 3z + 3sin3x) + ca(sin 3z — 3 cos 3x)

9 3 e 7 0 c1
(i) crett® [ 1 ] + cpe3® [ 9 } (iii) | e>® 0 e " 2
e —eTT 7% c3
-1 1 1
(iv) c1€e® 4 +ege™2 | =1 | +e3e3® | 2
1 -1 1
0 —e™® ge® c1 1 0 2z c1
(v) 0 0 e * ca | (vi)e* |0 2 4z Co
e 0 0 c3 2 -3 —22-—1 c3
19.8. (i) c1e® _11 + c2e3® 3|t 313
2
(i) cre®® { _11 } + coe™3 { le } + { 96_4%—‘;52 }
2 1 3 cre "+ %ew + %6330 —4
(iii) % 2 1 -3 0% — €% 4 3% — 4
-2 2 0 cse 2 4 %em — %63'%
1 sinx cos T 0
(iv)ne® | =1 | +co | cosz | +c3 | —sinz | + | =
0 sin x cos T 1
19.9. (i) e—o | 2CosT Tsinz ] (i) [ cos & }
oS T —sinx
0 1(e” —e™®)
(iii) e® | cos2z — (1+ iz)sin2z |. (iv) | e ®(z+1)
(1 + %x) cos 2x + % sin 2x 0
21+ 2z)e "+ —2
(v) de™" +x -1

6(1+2x)e " +3(x —2)
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40e3® + 36xe?® 4 9e2* + 62 — 13
(vi) % 36e2*
40e3* — 122 — 4

19.10. (i) In system form the DE (18.18) is equivalent to (18.6), where

0 1 0 0 0
0 0 1 0 0
A =
0 0 0 0 1
—Pn —Pn-1 —Pn-2 - —P2 —P1

Now in det (A — AI) = 0 perform the operation C; + ACy + - - + A"71C,,.
(ii) If A\; is a simple root of p(A) = 0, then for the above matrix A,

[1, A, A2,..., A?fl]T is the corresponding eigenvector. In fact,

(A= XD, N,y .., AT =0,...,0,—p(\)]F =[0,...,0]7.
Thus, corresponding to \; the solution vector of v/ = Au is u'(xr) =
[ek””, e A?_leA””] .

(i) If \; is a multiple root of p(\) = 0 with multiplicity r;, then pU)(\;) =
0,0<j<r—1.Let L= yp & 4 ... 4p, sothat (18.18) can be
written as L[y] = 0. Since L [e**] = p(A\)e*”, j times differentiation with
respect to A gives

aaAij[e/\m] =L [8%‘ 6’\1] = Lzler] = { o (g)p(j)()‘)xjii} e

Now to prove linear independence suppose we have n constants ¢;;, 1 <
1<k, 0<j<r;—1such that

Sin Pilr)eT =0,
where P;(z) = Z;;OI c;;@?. If all constants c¢;; are not zero, then there will

be at least one, say, Py(z) not identically zero. The above relation can be
written as

Py () + Py(z)eP2 )7 oo g Py(z)ePe—r)T =0,

Differentiating this 7 times reduces Pj(z) to 0, and we obtain
Qa(2)eP2 27 4ot Q)T =0,
or
Qa(x)e™ 4 -+ + Q) = 0,
where deg Q;(z) = deg Pi(z), 2 < i < k and Qg(z) # 0. Continuing this
process, we arrive at
Ry(z)e e =0,

where deg Ry (x) = deg Py(z) and Ry (z) # 0. However, the above relation
implies that Ry(z) = 0.
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Periodic Linear Systems

A function y(z) is called periodic of period w > 0 if for all x in the
domain of the function

ylz+w) = y(x). (20.1)

Geometrically, this means that the graph of y(z) repeats itself in successive
intervals of length w. For example, the functions sin x and cos x are periodic
of period 27. For convenience, we shall assume that w is the smallest positive
number for which (20.1) holds. If each component u;(z), 1 <4 < n of u(x)
and each element a;;(x), 1 <i,j < n of A(z) are periodic of period w, then
u(x) and A(z) are said to be periodic of period w. Periodicity of solutions
of differential systems is an interesting and important aspect of qualitative
study. Here we shall provide certain characterizations for the existence of
such solutions of linear differential systems.

To begin with we shall provide necessary and sufficient conditions for
the differential system (17.1) to have a periodic solution of period w.

Theorem 20.1. Let the matrix A(z) and the function b(z) be contin-
uous and periodic of period w in R. Then the differential system (17.1) has
a periodic solution u(z) of period w if and only if u(0) = u(w).

Proof. Let u(x) be a periodic solution of period w, then by definition
it is necessary that u(0) = u(w). To show sufficiency, let u(x) be a solution
of (17.1) 5at15fy1ng u(0) = u(w). If v(z) = u(zr + w), then it follows that
v(z) =u(2+w) = Alz+w)u(z+w)+b(z+w) = A(x)v(z)+b(x); ie., v(z)
is a Solutlon of (17.1). However, since v(0) = u(w) = u(0), the uniqueness
of the initial value problems implies that u(z) = v(z) = u(x+w), and hence
u(zx) is periodic of period w. |

Corollary 20.2. Let the matrix A(z) be continuous and periodic of
period w in IR. Further, let ¥(z) be a fundamental matrix of the differential
system (17.3). Then the differential system (17.3) has a nontrivial periodic
solution u(x) of period w if and only if det (¥(0) — ¥(w)) = 0.

Proof. We know that the general solution of the differential system
(17.3) is u(x) = ¥(x)c, where ¢ is an arbitrary constant vector. This u(z)
is periodic of period w if and only if ¥'(0)c = ¥(w)c, i.e., the system (¥ (0)—
¥(w))e = 0 has a nontrivial solution vector c. But, from Theorem 13.2 this
system has a nontrivial solution if and only if det (¥(0) — ¥(w)) = 0. |

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 144
doi: 10.1007/978-0-387-71276-5_20, © Springer Science + Business Media, LLC 2008
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Corollary 20.3. The differential system (18.6) has a nontrivial periodic
solution of period w if and only if the matrix (I — e4“) is singular.

Corollary 20.4. Let the conditions of Theorem 20.1 be satisfied. Then
the differential system (17.1) has a unique periodic solution of period w if
and only if the differential system (17.3) does not have a periodic solution
of period w other than the trivial one.

Proof. Let ¥(z) be a fundamental matrix of the differential system
(17.3). Then from (18.14) the general solution of (17.1) can be written as

u(z) = \Il(x)c—k/ow\ll(x)\I/l(t)b(t)dt,

where ¢ is an arbitrary constant. This u(z) is periodic of period w if and
only if

B0)e = W(w)e+ /0 " (W) (bt

i.e., the system

(W(0) — T(w))e = /Ou W (w) T ()bt dt

has a unique solution vector c¢. But, from Theorem 13.2 this system has a
unique solution if and only if det (¥(0) — ¥(w)) # 0. Now the conclusion
follows from Corollary 20.2. |

In the case when the conditions of Corollary 20.2 are satisfied, the fun-
damental matrix WU(z) can be represented as a product of a periodic matrix
of period w and a fundamental matrix of a differential system with constant
coefficients. This basic result is known as Floquet’s theorem.

Theorem 20.5 (Floquet’s Theorem). Let the conditions of
Corollary 20.2 be satisfied. Then the following hold:

(i)  The matrix x(z) = ¥(z + w) is also a fundamental matrix of the
differential system (17.3).

(ii) There exists a periodic nonsingular matrix P(x) of period w and a
constant matrix R such that

U(z) = P(z)ef™, (20.2)

Proof. Since ¥(z) is a fundamental matrix of the differential system
(17.3) it follows that

X(z) = V(e+w) = Az +w)¥(r+w) = Ad)x(@);

i.e., x(z) is a solution matrix of the differential system (17.3). Further,
since det ¥(z + w) # 0 for all z, we have det x(z) # 0 for all x. Hence,
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we conclude that x(z) is a fundamental matrix of the differential system
(17.3). This completes the proof of part (i).

Next we shall prove part (ii), since ¥(x) and ¥(z + w) are both funda-
mental matrices of the differential system (17.3) from Theorem 18.2 there
exists a nonsingular constant matrix C' such that

U(r+w) = U(x)C. (20.3)

Now from Theorem 14.3 there exists a constant matrix R such that C =
eft . Thus, from (20.3) it follows that

U(zr+w) = U(z)el. (20.4)
Let P(x) be a matrix defined by the relation
P(z) = WU(x)e iz, (20.5)
Then using (20.4) we have

Plr4w) = W(z+w)e BT — g(z)efwe fE+e) — g(g)e o = P(x).

Hence, P(x) is periodic of period w. Further, since ¥(z) and e~ are

nonsingular det P(z) # 0 in R. |

In relation (20.3) the matrix C is in fact ¥~1(0)¥(w), and hence ef** =
U—1(0)¥(w), which gives the matrix R = In(¥~1(0)¥(w))/w. Thus, in
(20.5) if the matrix ¥(z) is known only in the interval [0,w] the periodic-
ity property of P(z) can be used to determine it in the whole interval IR.
Hence, from (20.2) the fundamental matrix ¥(z) can be determined in the
interval IR provided it is known only in the interval [0, w].

Theorem 20.5 is particularly interesting because it suggests a transfor-
mation which reduces the differential system (17.3) to a differential system
of the type (18.6). Precisely, we shall prove the following result.

Theorem 20.6. Let P(z) and R be the matrices obtained in Theorem
20.5. Then the transformation u(x) = P(x)v(x) reduces the differential
system (17.3) to the system
v' = Ru. (20.6)
Proof. Since ¥'(z) = A(z)¥(z), the relation (20.2) gives
(P(z)e™) = A(z)P(x)e?,

which yields
P'(z) + P(x)R — A(x)P(z) = 0. (20.7)
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Now using the transformation u = P(z)v in the differential system (17.3),
we obtain
P(x)' + P'(z)v = A(z)P(x)v,

which is the same as
P(x)v' + [P (z) — A(x)P(z)]lv = 0. (20.8)
Combining the relations (20.7) and (20.8) we get (20.6). |

Once again we assume that the conditions of Corollary 20.2 are satisfied,
and ¥y (x) is another fundamental matrix of the differential system (17.3).
Then from Theorem 18.2 there exists a nonsingular matrix M such that
U(x) = ¥y ()M holds. Thus, from (20.4) it follows that ¥;(x + w)M =
Uy (r)Mef ie.,

Uy (r+w) = Uy ()M ML (20.9)

Hence, we conclude that every fundamental matrix ¥y(z) of the differ-
ential system (17.3) determines a matrix Me™ M~! which is similar to
ef . Conversely, if M is any constant nonsingular matrix, then there ex-
ists a fundamental matrix ¥y (x) of the differential system (17.3) such that
the relation (20.9) holds. The nonsingular matrix C' associated with the
fundamental matrix ¥(z) in (20.3) is called the monodromy matriz of the
differential system (17.3). For example, monodromy matrix for ¥y (z) is
Mef M1, The eigenvalues of C are called the multipliers of (17.3), and
the eigenvalues of R are called the exponents of (17.3).

Let 01,...,0, and A1, ..., \,, respectively, be the multipliers and ex-
ponents of (17.3), then from the relation C = ef'* it follows that o; =
e¥ 1 < i < n. It should be noted that the exponents of (17.3) are de-
termined only mod(27i/w), because even though C' is determined uniquely,
the matrix R is not unique. Further, since the matrix C is nonsingular,
none of the multipliers oy, ..., 0, of (17.3) is zero.

From the relation (20.4), we have ¥(w) = ¥(0)ef™, and hence we con-
clude that o1,...,0, are the eigenvalues of ¥~1(0)¥(w), or of the matrix
®(w,0) if ¥(z) = &(x,0), i.e., U(x) is the principal fundamental matrix of
(17.3). Thus, from Theorem 17.3 and Problem 14.1 it follows that

det <I>(w, O) = ﬁ o; = det @(07 0) exp (/wTr A(t)dt) = exp (i )\zw> .
i=1 0 i=1
(20.10)

The final result is a direct consequence of Theorem 20.5.

Theorem 20.7. Let the conditions of Corollary 20.2 be satisfied. Then
a complex number A is an exponent of the differential system (17.3) if and
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only if there exists a nontrivial solution of (17.3) of the form e**p(z), where
p(r + w) = p(z). In particular, there exists a periodic solution of (17.3) of
period w (2w) if and only if there is a multiplier 1 (—1) of (17.3).

Proof. Suppose u(z) = e’*p(x), p(x+w) = p(x) is a nontrivial solution
of (17.3) with w(0) = u°, then u(z) = ®(x,0)u’ = e**p(x), where ®(z,0)
is the principal fundamental matrix of (17.3). From Theorem 20.5, we also
have u(z) = ®(x,0)u’ = P(z)ef*u’, where P(x) is a periodic matrix of
period w. Therefore, e*@+t<)p(z) = P(x)e*+)y0 which is the same as
P(z)ef® (e?] — ef') u” = 0, and hence det (eM] —ef™) =0, i.e., Ais an
exponent of the differential system (17.3). Conversely, if A is an exponent
of (17.3), then we have efu% = e**40 for all x, and hence P(z)ef*u0 =
P(x)u’e*®. However, u(z) = P(x)ef*u? is the solution of (17.3), and hence
the conclusion follows. To prove the second assertion it suffices to note
that the multiplier of (17.3) is 1 (—1) provided A = 0 (7i/w), and then
the solution e**p(x) reduces to p(z)(e™*/“p(z)) which is periodic of period
w (2w). |

Example 20.1. In system form Hill’s equation y"” + p(x)y = 0, where
p(z) is periodic of period m, can be written as

o = [_0 L }u (20.11)

This, as a special case, includes Mathieu’s equation for p(x) = A+16d cos 2z.

Obviously, in (20.11) the matrix A(z) is periodic of period w. Thus,
for the principal fundamental matrix ®(x,0) of (20.11) the relation (20.3)
gives ®(z+m,0) = ®(x,0)C, and hence C = ®(m,0). Further, in the system
(20.11), Tr A(z) = 0, and hence Theorem 17.3 gives det ®(x,0) = 1 for all
2. Thus, from Problem 14.1 the eigenvalues o1 and oy of C are the roots of
the quadratic equation 02 —ao + 1 = 0, where a = ui(7) + u3(7). Let \;
and Ay be the exponents of (20.11), then it follows that o; = e™, i = 1,2.

Now we shall discuss various cases.
(i) If a> 2, then oy and o9 are real, distinct, and positive, and hence the
exponents are real and distinct.

(ii) Ifa < —2, then o7 and o9 are real, distinct, and negative, and hence the
exponents are complex with real and imaginary parts different from zero.

(iii) If |a| < 2, then o7 and o9 are complex conjugates with the absolute
value 1, and hence the exponents are purely imaginary.

If the roots o1 and o5 are unequal, then there exists a pair of linearly
independent solutions p; (z)e*®, po(x)e**® where py () and py(x) are con-
tinuous periodic functions of period 7.

(iv) If |a] = 2, then the quadratic equation has a double root. When
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a = 2, the double root is ¢ = 1, and if a = —2, the double root is ¢ = —1.
In this case two linearly independent solutions of (20.11) are +p;(z) and
+xps(x). One of these solutions is periodic with period 7 for o = 1, period
27 for 0 = —1, and the other is unbounded.

Problems

20.1. Consider the equation y' = ay+sin . Discuss the cases (i) a = 0,
(ii) @ > 0, and (iii) a < 0 separately for the existence of a unique periodic
solution.

20.2. Verify that in the DE 3’ = (cos? z)y even though the function

cos? z is periodic of period =, the solutions are not periodic.

20.3. Consider the DE y” 4+ y = cos z.
(i) Show that the general solution of this DE is

1
y(z) = cysin(z + ) + 2% sinz,

where ¢; and ¢y are arbitrary constants. Observe that y(z) is not periodic.
(ii) Does this example contradict Corollary 20.47

20.4. Consider the DE y” + y = sin 2z.

(i)  Show that y(z) = —(1/3)sin2x is a solution of this DE and it is
periodic of period 2.

(ii) Show that the DE y” +y = 0 also admits nontrivial periodic solutions
of period 2.

(iii) Does this contradict Corollary 20.47

20.5. The DE for the undamped mass—spring system with a given
periodic external force can conveniently be written as y” + k3y = A cos kx,
where kg is the natural frequency of the system and k the applied frequency.

If k # ko, a particular solution of this DE is given by

A
r) = —5—coskx.
Thus, if the applied frequency k is close to the natural frequency kg, then
this particular solution represents an oscillation with large amplitude. This
phenomenon is called resonance. If k = kg, a particular solution cannot be
obtained from this solution. Show that this particular solution is given by

y(z) = Q—k()x sin ko,
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which is nonperiodic.

20.6. Let yi(x) and y2(x) be two solutions of the DE y” + p(z)y = 0
such that y1(0) =1, y1(0) = 0; y2(0) = 0, y5(0) = 1. Further, let p(z) be
continuous and periodic of period w in IR. Show the following:

(i) The Wronskian W (y1,y2)(z) =1 for all x € RR.

(ii) There is at least one nontrivial periodic solution y(z) of period w if
and only if y1 (w) + y5(w) = 2.

(iii) There is at least one nontrivial antiperiodic solution y(z), i.e., y(z +
w) = —y(x), x € R if and only if y; (w) + yh(w) = —2.

20.7. Consider the DE (6.19), where p;(z) and pa(z) are continuous
and periodic of period w in IR. Show that a nontrivial solution y(x) is
periodic of period w if and only if y(0) = y(w) and y'(0) = y'(w). Further,
if y1 () and yo(z) are two solutions such that y1(0) = 1, y1(0) = 0; y2(0) =
0, y5(0) = 1, then show that there exist constants a,b, c,d such that for
all z,

yi(r+w) = ayi(z) + bys()
ya(r +w) = cyn(z) + dya(z).

20.8. Let f(x,y) be a continuous function defined for all (z,y) € IR%.
Further, let f(x,y) satisfy a Lipschitz condition in y, f(z +w,y) = f(z,v)
for some w > 0, and f(z,y1)f(z,y2) < 0 for all z and some y;, y2. Show
that the DE (1.9) has at least one periodic solution of period w. Apply this
result to the DE (5.2) where p(xz) £ 0 and ¢(x) are continuous periodic
functions of period w.

*20.9. Let p(x) be continuous and p(z + 7) = p(z) £ 0 for all x. If

0 < / Pl < 4,
0

then show that all solutions of the DE y” + p(z)y = 0 are bounded on IR.

Answers or Hints

20.1. (i) Infinite number of periodic solutions of period 2x. (ii) and
(iii) (asinz — cosz)/(1 + a?) is the only periodic solution of period 27.

20.2. The general solution is cexp (% (:I: + %sin 290)) .

20.3. (i) Verify directly. (ii) The corresponding homogeneous system has
nontrivial periodic solutions of period 27.

20.4. The function —1 sin 2z is periodic of period 7 (smallest period).

3
20.5. Verify directly.



Periodic Linear Systems 151

20.6. (i) Use (6.3). (ii) Use Corollary 20.2. (iii) See the proof of Corol-
lary 20.2.

20.7. Use Theorem 20.1.

20.8. A continuous function mapping a closed interval into itself has at
least one fixed point.



Lecture 21

Asymptotic Behavior of
Solutions of Linear Systems

In this lecture we shall begin with the study of ultimate behavior of
solutions of linear differential systems. In particular, we shall provide suf-
ficient conditions on the known quantities in a given system so that all its
solutions remain bounded or tend to zero as x — oo. Thus, from the prac-
tical point of view the results we shall discuss are very important because
an explicit form of the solutions is not needed.

We begin with the differential system (18.6) and note that Problem
19.6 does provide necessary and sufficient conditions for all its solutions to
remain bounded or tend to zero. Further, if in Theorem 19.2 each \; =
aj +i8; and o = maxi<j<k @;, and r = maxi<;j<k7;; then there exists
an x; > xo > 0 such that for all # > x; the relation (19.5) gives [eA®|| <
ce®®x", where ¢ is some suitable constant. Let o < m, then there exists a
o > x1 such that for all x > x5 the inequality e®®x” < e€"® holds. Thus,
for x > x4 it follows that

ed2] < cem®. (21.1)

However, since the interval [0, 5] is finite in (21.1) we can always choose ¢
sufficiently large so that it holds for all z > 0.

From (21.1) it is immediate that for any solution u(z) of (18.6)
Ju(z)] < cre™, (21.2)
where ¢y is some suitable constant.

Now we shall consider the differential system
v = (A+ B(z))v, (21.3)

where B(x) is an n x n matrix with continuous elements b;;(x), 1 <i,5 <n
in the interval [zg, 00). System (21.3) can be regarded as a perturbed system
of (18.6). Our first result gives sufficient conditions on the matrix B(x) so
that all solutions of the differential system (21.3) remain bounded provided
all solutions of (18.6) are bounded.

Theorem 21.1. Let all solutions of the differential system (18.6) be
bounded in [0, 00). Then all solutions of the differential system (21.3) are

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 152
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bounded in [z, 00) provided
/ |B@)||dt < oo. (21.4)

Proof. In (18.15) let the nonhomogeneous term b(x) be B(x)v, so that
each solution v(x) such that v(xzg) = v° of the differential system (21.3)
satisfies the integral equation

v(z) = eAEmm0)y0 —|—/ A=) B(t)u(t)dt. (21.5)
Zo
Now since all solutions of (18.6) are bounded there exists a constant ¢ such
that sup,s [le**|| = ¢. Hence, for all # > zo we have
[o(@)] < o+ C/ IB@[lo@)ldt, (21.6)

Zo
where cq = ¢/|0?].

Applying Corollary 7.6 to the inequality (21.6), we obtain

(@)l < coexp ( / ||B(t)|dt>

for all z > xg. The result now follows from (21.4). |

Our next result gives sufficient conditions on the matrix B(z) so that all
solutions of the differential system (21.3) tend to zero as @ — oo provided
all solutions of (18.6) tend to zero as z — oo.

Theorem 21.2. Let all solutions of the differential system (18.6) tend
to zero as © — oo. Then all solutions of the differential system (21.3) tend
to zero as x — oo provided

IB(z)]] — 0 as z — oo. (21.7)

Proof. Since all solutions of (18.6) tend to zero as & — oo, Problem 19.6
ensures that all eigenvalues of A have negative real parts. Thus, there exist
constants ¢ and 7 = —§ (§ > 0) such that (21.1) holds, i.e., [|eA?| < ce™0®
for all > 0. Further, because of (21.7) for a given constant ¢; > 0 there
exists a sufficiently large 21 > xg such that ||B(z)|| < ¢; for all z > a;.
Hence, for all z > z1 equation (21.5) gives

x

1
[o(@)]| < ee 0@ 0 + / ce =D B(t)||Ju(t) | dt

Zo

+ / ce 0@ Ve ||o(t)]|dt,

1
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which is the same as

x

w(z) < o+ 02/ w(t)dt, (21.8)
where w(z) = [jv(z)]|e®,

o = ceto]o?] +c

zo

xr1
| B(@)||[|o(t)]|dt,
and ¢y = ccy.

Now in view of Corollary 7.6 from inequality (21.8), we obtain
w(z) < cpexp(ca(x —x1))

and hence
lv(@)]] < coexp((ea — d)x — caxq). (21.9)

Finally, because of (21.7) we can always choose ¢; so small that co = ¢y < 0,
and then the result follows from (21.9).

Conditions (21.4) and (21.7) are restricted to a smallness property on
B(z) as © — oo. Obviously, condition (21.4) is stronger than (21.7) and
hence in Theorem 21.2 condition (21.7) can be replaced by (21.4); however,
in Theorem 21.1 condition (21.4) cannot be replaced by (21.7). For this,
we have the following example.

Example 21.1. Consider the differential systems

u'l 0 1 Ul
-] e
v} _ 0 1 V1
vy | | =10 Vg

where a and b are positive constants.

and

0 0
U1
+ 2a [ 1 , (21.11)
0 (%)
ar+b

A fundamental system of solutions of (21.10) is [cosz, —sinz]?, [sinz,
cos z]T and hence all solutions of (21.10) are bounded. However, a funda-

mental system of solutions of (21.11) is

(ax + b)sinx

asinz — (azx + b) cosx acosz + (ax + b)sinz
’ (ax + b) cos x



Asymptotic Behavior of Solutions of Linear Systems 155

and hence all nontrivial solutions of (21.11) are unbounded as z — oo.
Further, we note that ||[B(z)| — 0 as  — oo, while

T T 9 2
/ [B(t)||dt = / ® gz = In (am—i—b) — 00
0 o ar+b b

as r — OQ.

Next we shall consider the differential system
vl = Av+b(z), (21.12)

where b(z) is an n x 1 vector with continuous components b;(z), 1 <i<mn
in the interval [z, 00). Once again we shall consider (21.12) as a perturbed
system of (18.6) with the perturbation term b(x). From (18.15) we know
that each solution v(x) such that v(xg) = v° of the differential system
(21.12) satisfies the integral equation

x
v(z) = eA@E=T0)y0 —|—/ eA@=Dp(t)dt.
xo
Hence, for all x > xg inequality (21.1) gives
[o@l < e e [ et po)at (21.13)
zo
where ¢y = ce™"%°||v0]|.
From (21.13) the following result is immediate.

Theorem 21.3. Suppose the function b(z) is such that
)] < ese”” (21.14)

for all large x, where c3 and v are constants with c3 > 0. Then every solution
v(x) of the system (21.12) satisfies

lv(@)|| < cqe’® (21.15)

for all x > g, where ¢4 and ( are constants with ¢4 > 0.

Proof. From the given hypothesis on b(x) there exists an o1 > x such
that (21.14) holds for all x > x. Hence, from (21.13) if v # 5, we have

lo@) < e |eote / e 1b(1) |t + cs / e(”_")tdt]

0 x1

. 0
— e co—l—c/ e [b(t) || dt + —=2

L zo

T8 (plvmmz _ (v—m)z1

S (el - )

- o

e | o +c/ e~ ||b(t)||dt + %e(v—n)ml] I
Zo |l/77]‘ |V—n|

IN

S Cq BCIa
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where ¢ = max{n, v}, and

T
c4 = [co—l—c/ e~ Mo()||dt + ——

o |

(e +1>}
nl

For the case v =, the above proof requires obvious modifications. |

As a consequence of (21.15) we find that every solution of the system
(21.12) tends to zero as x — oo provided ¢ < 0.

Now we shall study the behavior of solutions of the differential system
(17.3) as © — oo. We shall prove two results which involve the eigenvalues
of the matrix (A(z) + AT ()), which obviously are functions of z.

Theorem 21.4. Let the matrix A(x) be continuous in [z¢,00) and
M (z) be the largest eigenvalue of the matrix (A(x) + AT (z)). Then every
solution of the differential system (17.3) tends to zero as x — oo provided

/OOM(t)dt = - (21.16)

Proof. Let u(z) be a solution of the differential system (17.3), then
lu(z)|? = uT (x)u(x). Thus, it follows that
d

L@ = @@ + o @) )
T(z)A(z)u(z) + u” (z) AT (z)u(z)
) (

T(2)(A(x) —|—AT( Nu(x).

IS

SIS

(
Now since the matrix (A(x) + AT (z)) is symmetric and M (x) is its largest
eigenvalue, it is clear that

u” (@) (A(z) + AT (@))u(z) < M(x)|u(z)*.

Hence, for all z > xzq it follows that

0 < |u(2)]? < |u(m0)|2+/$M(t)|u(t)|2dt.

Next using Corollary 7.6, we obtain

lu(z)]? < |u(zo)|? exp (/xj M(t)dt). (21.17)

The result now follows from (21.16). |

If in Theorem 21.4 the condition (21.16) is replaced by [~ M (t)dt < oo,
then (21.17) implies that the solution u(z) of (17.3) remains bounded as
T — 00.



Asymptotic Behavior of Solutions of Linear Systems 157

Theorem 21.5. Let the matrix A(z) be continuous in [z, o), and
m(x) be the smallest eigenvalue of the matrix (A(z) + AT (x)). Then every
solution of the differential system (17.3) is unbounded as x — oo provided

limsup/ m(t)dt = oo. (21.18)

r—00

Proof. As in the proof of Theorem 21.4 for all & > =z, it is easy to see
that

(@) > Julzo)|? + / () u(t) dt,
which implies that
@ > futen)l e [ mioat).

Now the conclusion follows from (21.18). |

Example 21.2. For the matrix

1 2
Alz) = | I+w)? :
—z? -1
we have
2 0
(A(x) + AT(x)) = | (A+2)? ;
0 -2
and hence
Mz) = —2 /OOM(t)dt /OO 2 -9 <
x — e = 0.
(1+=z)2" ), o (1+1¢)2

Thus, all solutions of the differential system u' = A(z)u remain bounded
as r — 00.

Example 21.3. For the matrix

Alz) = ot (A+a9 ;
—(1+42?%) -2
we have
(Ala) + AT (2)) = L+ ;

0 —4
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and hence

2 & > 2
M(z) = - , M(t)dt = ———dt = — o0.
1+:E 0 0 1+t

Thus, all solutions of the differential system v’ = A(z)u tend to zero as
T — 00.




Lecture 22

Asymptotic Behavior of
Solutions of Linear Systems

(Contd.)

With respect to the differential system (17.3) we shall consider the per-
turbed system

v = (A(z) + B(x))v, (22.1)

where B(z) is an n x n matrix with continuous elements b;;(z), 1 <4,j <n
in the interval [z, 00). We begin with an interesting example which shows
that the boundedness of all solutions of (17.3), and the condition (21.4) do
not imply boundedness of solutions of the differential system (22.1), i.e.,
when the matrix A is a function of x, then the conclusion of Theorem 21.1
need not be true.

Example 22.1. Consider the differential system

) = —aw
, _ B (22.2)
uh = (sinlnz+coslnz —2a)uz, 1<2a<1+e 7/2
whose general solution is
ui(z) = cre”
uz(x) = coexp((sinlnz — 2a)z).
Since a > 1/2, every solution of (22.2) tends to zero as & — oo.
Now we consider the perturbed differential system
vy = —au
! _ (22.3)
vy = (sinlnz 4+ coslnz — 2a)ve + e~ *uy;

i.e., the perturbing matrix is

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 159
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It is easily seen that [~ ||B(t)||dt < oo, and the general solution of the
differential system (22.3) is

vi(z) = cre”*

x
vo(x) = exp((sinlnz — 2a)x) <02 + cl/ exp(—t Sinlnt)dt) .
0

(22.4)
Let z =z, = exp((2n+ 1/2)7), n=1,2,... then we have

sinlnz, = 1
—sinlnt > 1/2 for all exp((2n—1/2)7) <t <exp((2n—1/6)7),

ie., forall z,e ™ <t < e 2m/3,

Thus, it follows that

Tn exp((2n—1/6))
/ exp(—tsinlnt)dt > / exp(—tsinlnt)dt
0 exp((2n—1/2)m)
—27/3

> / g (22.5)

—m
n€

1
> exp <2xne”> (e™2™/3 — e ™)1,

Therefore, if ¢; > 0 (¢; < 0) we have

1
va(xy) > (<) el720)en <02 + c1n(e7 /3 — e ™) exp (ane_”>)

1
= coell720)7n 4 clxn(e_g’r/?’ —e ")exp ((1 —2a + 26_”) xn) .

Since 2a < 1+ e~ 7/2, we see that va(x,) — 0o (—00) as n — oo. Thus,
va(x) remains bounded only if ¢; = 0.

This example also shows that for (17.3) and (22.1) Theorem 21.2 need
not hold even when condition (21.7) is replaced by the stronger condition
(21.4). Therefore, to prove results similar to Theorems 21.1 and 21.2, we
need some additional conditions on A(x). The following result is analogous
to Theorem 21.1.

Theorem 22.1. Let all solutions of the differential system (17.3) be
bounded in [zg, 00), and the condition (21.4) be satisfied. Then all solutions
of the differential system (22.1) are bounded in [zg, c0) provided

r—00

liminf/ Tr A(t)dt > —oo, or TrA(z) = 0. (22.6)
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Proof. Let ¥(z) be a fundamental matrix of the differential system
(17.3). Since all solutions of the differential system (17.3) are bounded,
[l¥(z)|| is bounded. Next from Theorem 17.3, we have

x

det ¥(z) = det U(zg)exp </I Tr A(t)dt)

0
and hence

1 adj ¥ (z) adj ¥(z)
o-1(g) — _ : 22.7

Thus, from (22.6) it follows that || ¥ ~!(x)| is bounded.

Now in (18.14) let the nonhomogeneous term b(x) be B(z)v, so that
each solution v(x) such that v(zg) = v° of the differential system (22.1)
satisfies the integral equation

v(z) = \Il(fz:)\Ilfl(:vo)voJr/$ \II(I)\Ifil(t)B(t)’U(t)dt. (22.8)
Thus, if
¢ = max{fgg W@l s ||w-1<x>||} (22.9)

it follows that
[v(@)]| < c0+c2/ 1 B(@)l[lv(t)]|dt,
xo

where co = c|| U1 (z0)0°||.

This inequality immediately implies that

l(@)] < coexp ( / ||B(t)dt> |

The result now follows from (21.4). |
The next result is parallel to that of Theorem 21.2.

Theorem 22.2. Let the fundamental matrix ¥(x) of the differential
system (17.3) be such that

[T )| < ¢, mp<t<a<oo (22.10)

where ¢ is a positive constant. Further, let condition (21.4) be satisfied.
Then all solutions of the differential system (22.1) are bounded in [zg, c0).
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Moreover, if all solutions of (17.3) tend to zero as © — oo, then all solutions
of the differential system (22.1) tend to zero as © — oo.

Proof. Using (22.10) in (22.8), we get

[v(@)]| < C||v°||+0/ [ B(@)|l[lv(t)]|dt
Zo
and hence

@) < el exp ( N ||B<t>||dt) — M < .

0

Thus, each solution of the differential system (22.1) is bounded in [zg, 00).

Now since (22.8) is the same as

v(z) = \I!(x)\Ilfl(xo)voJr/ml U(x)T L (t)B(t)v(t)dt

Zo

+/I U ()~ ()B(t)v(t)dt

1

it follows that
lo@@) < 11 @) [ (@o) [ |0°]] + (¥ ()] /xl e =@ IB@)l]|o(¢)]|dt
+cM /Oo | B(t)||dt.

Let € > 0 be a given number. Then in view of (21.4), the last term in
the above inequality can be made less than €/2 by choosing x; sufficiently
large. Further, since all solutions of (17.3) tend to zero, it is necessary
that | (z)|| — 0 as © — oo. Thus, the sum of first two terms on the right
side can be made arbitrarily small by choosing = large enough, say, less
than €/2. Hence, ||v(x)|| < € for large z. But, this immediately implies that
lo(z)|| — 0 as z — .

In our next result we shall show that in Theorems 22.1 and 22.2 con-
ditions (22.6) and (22.10) can be replaced by the periodicity of the ma-
trix A(x).

Theorem 22.3. Let the matrix A(z) be periodic of period w in [z, ).
Further, let the condition (21.4) be satisfied. Then the following hold:

(i)  All solutions of the differential system (22.1) are bounded in [zg, o)
provided all solutions of (17.3) are bounded in [z, 00).

(ii)  All solutions of the differential system (22.1) tend to zero as x — oo
provided all solutions of (17.3) tend to zero as x — oo.
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Proof. For a given fundamental matrix ¥(x) of (17.3), Theorem 20.5
implies that ¥(x) = P(z)ef®, where P(z) is a nonsingular periodic matrix
of period w, and R is a constant matrix. Using this in (22.8), we find

v(z) = P(z)eff==20) p=1(z)0° —l—/ P(z)efe Bt P=1(t) B(t)v(t)dt.

Zo

Hence, it follows that
[o@)| < [Pl |llle™ P~ (o)

+ [ IP@I 0P B el (22.11)

Now since P(z) is nonsingular and periodic, det P(z) is periodic and does
not vanish; i.e., it is bounded away from zero in [xg,00). Hence, P(z)
along with its inverse P~!(z) = [adj P(x)/det P(z)] is bounded in [z¢, 00).
Thus, if

er = maxsup PO swp P70l

r>x0 >0

inequality (22.11) can be replaced by
lo@)ll < esllef| + Ci/ [eRE=ONIB@) o () dt, (22.12)
zo

where c5 = c4le” 0 P=1(20)0°||.

Now if all solutions of the differential system (17.3) are bounded, then
it is necessary that ||ef**|| < ¢g for all > 0, and hence from (22.12) we
have

[o()]| < Csce+6366/ [ B@)l[lv(t)lldt,
o

which immediately gives that

T
@ < escoenp (o [ 1B at)
o

and now part (i) follows from (21.4).

On the other hand, if all solutions of (17.3) tend to zero as x — oo,
then there exist positive constants c; and « such that ||ef*|| < c;e=* for
all x > 0. Thus, inequality (22.12) implies that

[o(@)]| < 0507€’°‘m+63107/ e~ B () |[lo(t)ldt,

Zo
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which easily gives
[o(@)]] < escrexp (ciw/ | B(t)||dt — am).
o

Hence, in view of condition (21.4) we find that v(z) — 0 as  — oo. |

Finally, we shall consider the differential system (17.1) as a perturbed
system of (17.3) and prove the following two results.

Theorem 22.4. Suppose every solution of the differential system (17.3)
is bounded in [zg,00). Then every solution of (17.1) is bounded provided
at least one of its solutions is bounded.

Proof. Let u!(z) and u?(x) be two solutions of the differential system
(17.1). Then ¢(z) = u'(z) — u?(z) is a solution of the differential system
(17.3). Hence, u'(z) = u?(x) + ¢(z). Now since ¢(z) is bounded in [z, c0),
if u?(x) is a bounded solution of (17.1), it immediately follows that u'(z)
is also a bounded solution of (17.1). |

From the above theorem it is also clear that if every solution of (17.3)
tends to zero as x — oo, and if one solution of (17.1) tends to zero as
x — 00, then every solution of (17.1) tends to zero as x — 0.

Theorem 22.5. Suppose every solution of the differential system
(17.3) is bounded in [zg,0), and the condition (22.6) is satisfied. Then
every solution of (17.1) is bounded provided

[ bl < o. (22.13)

0

Proof. Let ¥(z) be a fundamental matrix of the differential system
(17.3). Since each solution of (17.3) is bounded, as in Theorem 22.1 both
|¥(z)] and || ¥~ (z)| are bounded in [zg,00). Thus, there exists a finite
constant ¢ as defined in (22.9). Hence, for any solution u(x) of (17.1) such
that u(zg) = u® relation (18.14) gives

[u(z)]| < C\\‘I"l(xo)uoll+62/m|\b(t)||dt-

The conclusion now follows from the condition (22.13). |

Problems

22.1. Consider the second-order DE
y' +plx)y = 0 (22.14)
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and its perturbed equation
2"+ (p(x) +q(x))z = 0, (22.15)

where p(z) and ¢(z) are continuous functions in [zg,c0). Show that, if all
solutions of (22.14) are bounded in [zg, 00), then all solutions of (22.15) are
bounded in [z, 00) provided [~ |q(t)|dt < oc.

22.2. Consider the second-order DE (22.14), where p(x) — oo mono-
tonically as © — oo. Show that all solutions of (22.14) are bounded in
[0, 00).

22.3. Consider the second-order DE (22.14), where [ #[p(t)|dt < oc.
Show that, for any solution y(z) of (22.14), lim, . ¢’ (x) exists, and every
nontrivial solution is asymptotic to dopx + dy for some constants dy and dq
not both zero.

22.4. Consider the second-order DE y” + (1 + p(x))y = 0, where
p € CWxg,00), limy_o0 p(z) = 0, and foo |p'(t)|dt < oo. Show that all
solutions of this DE are bounded in [zg, c0).

22.5. Show that all solutions of the following DEs are bounded in
[0, 00):

(i) ' +[1+1/1+2Y)y=0.
(ii) y" +e"y=0.
(iii) v +ecy +[1+1/1+2%)]y=0, c>0.
(iv) v +ey +[1+1/(1+ 2]y =sinz, c¢>0.
22.6. Show that there are no bounded solutions of the DE

1
y”—i—{l—&—wl}y = cosz, z€0,00).

22.7. Show that all solutions of the differential system (17.3), where

—x 0 0 —e® —1 —cosz
(i) A@)=| 0 —22 0 |, (i) A(z) 1 —e* x?
0 —z2 cost —x? —e3®

tend to zero as ¥ — oo.

22.8. Show that all solutions of the differential system (17.1), where

—e 7 0 cosx
() A<x>[ . ] b(a:)[ ]

(& I COST
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(1+x)~2 sinz 0 0
(ii) A(z) = —sinz 0 =z |, bz = (1+x)72
0 —x 0 (142)”

are bounded in [0, co).

22.9. With respect to the differential system (18.6) let the perturbed
system be
v = Av+g(z,v), (22.16)

where g € C[[zg,00) x R",R"] and ||g(x,v)|| < Ma)||v]|, where A(z) is a
nonnegative continuous functlon in [xg,00). Show the following:

(i) If all solutions of (18.6) are bounded, then all solutions of (22.16) are

bounded provided [~ A(t)dt < oo.

(if) If all solutions of (18.6) tend to zero as  — oo, then all solutions of
(22.16) tend to zero as x — oo provided A(z) — 0 as x — oo.

22.10. With respect to the differential system (17.3) let the perturbed
system be
v = A(z)v + g(x,v), (22.17)
where g € C[[zg,00) x R",R"] and ||g(z,v)]] < A(z)||v], here A(x) is
a nonnegative continuous function in [zg,00) such that [~ A(t)dt < oo.
Show the following:

(i) If all solutions of (17.3) are bounded and condition (22.6) is satisified,
then all solutions of (22.17) are bounded.

(ii) If all solutions of (17.3) tend to zero as z — oo and condition (22.10)
is satisifed, then all solutions of (22.17) tend to zero as z — oo.

Answers or Hints

22.1. Write (22.14) and (22.15) in system form and then apply Theo-
rem 22.1.

22.2. Use the fact that p(z) — oo monotonically to get an inequality of
the form

(T)P(T) e _~_ff Y (f)p(t) p(%)

Now apply Corollary 7.5.
22.3. Clearly, (22.14) is equivalent to the integral equation

y(@) =y(1) + (z - Dy'(1) - [{ (= Yy(t)dt.
Thus, for x > 1 it follows that
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where ¢ > 0 is a constant. Now Corollary 7.5 implies |y(z)| < ¢i2, where
c1 is a positive constant. We choose zo > 1 sufficiently large so that

S IP@Olly@)ldt < e1 [ tlp(t)]dt < 1.

Let y;(x) be a solution of (22.14) satisfying y](z¢) = 1, then since yj(x) =
1-— ffo p(t)y1(t)dt, the above inequality implies that yi(x ) —dy # O as r —
00, i.e., y(x) — dyz as & — oo. Finally, since ya(x) = y1(z f yy 2(t)dt is
another solution of (22.14), it follows that yo(x ) — dp as * — Q. Hence,
the general solution y(z) of (22.14) is asymptotic to dg + dyx.

22.4. Multiply the given DE by y’. Use Corollary 7.5.

22.5. (i) Use Problem 22.1. (ii) Use Problem 22.2. (iii) Use Theorem
21.1. (iv) Write in system form. Finally, apply Corollary 7.5.

22.6. Note that for the DE w” + w = cosz the solution w(z) = fzsinz
is unbounded. Let y(z) be a bounded solution of the given DE; then the
function z(z) = y(x) — w(x) satisfies the DE 2" + z = — L7y(x). Now it

is easy to show that z(z) is bounded, which leads to a contradiction.
22.7. Use Theorem 21.4.

22.8. (i) For the given differentlal system

uy(z) = crexp(e™™) + exp(e™™) [, exp(—e™") costdt

uz(w) = coexp (—5e%") + exp (—3e %) fo exp (373 tcost?dt.
Now find upper bounds of |u; (z)| and |ug(z)|. (ii) First use remark follow-
ing Theorem 21.4 and then Theorem 22.5.

22.9. (i) System (22.16) satisfying v(xg) = v is equivalent to the integral
equation

v(x) = eAl@=T0)y0 4 I A== g(t, v(t))dt.

Now use the given conditions and Corollary 7.5. (ii) The proof is similar
to that of Theorem 21.2.

22.10. System (22.17) satisfying v(zo) = v° is equivalent to the integral
equation

v(z) = ®(2)2~ (zo)r” + [ ®(2)@7 (t)g(t, v(t))dt,

where ®(z) is a fundamental matrix of (17.3). (i) Similar to Theorem 22.1.
(ii) Similar to Theorem 22.2.



Lecture 23

Preliminaries to
Stability of Solutions

In Lecture 16 we have provided smoothness conditions so that the solu-
tion u(x, zg,u’) of the initial value problem (15.4) is a continuous function
of x, zo, and u° at the point (z,xo,u’), where z is in some finite interval
J = [zg,x0 + a]. Geometrically, this means that for all e > 0 there exists
| Au® || sufficiently small so that the solution u(z, g, u® +Au’) remains in a
strip of width 2e¢ surrounding the solution u(x, zg, u°) for all x € [xg, 1o +a].
Thus, a small change in u° brings about only a small change in the solu-
tions of (15.4) in a finite interval [zg, xo + o. However, the situation is very
much different when the finite interval [xg, zg + @] is replaced by [zg, c0).
For example, let us consider the initial value problem y' = ay, y(0) = yo
whose unique solution is y(x, 0, yo) = yoe®®. It follows that

|Ay| = |y(x705yO+Ay0)_y($703y0)| = ‘Ayo‘eax

for all z > 0. Hence, if a < 0 then |Ay| = |Aygle®® < e for all z > 0 provided
|Ayg| < e. But, if a > 0, then |Ay| < € holds only if |Ayg| < ee™%*, which
is possible only for finite values of z no matter how small |Ayg]| is, i.e., |Ay|
becomes large for large = even for small values of |Ayg.

A solution u(x, rg, u’) of the initial value problem (15.4) existing in the
interval [zg,00) is said to be stable if small changes in u° bring only small
changes in the solutions of (15.4) for all > zy. Otherwise, we say that
the solution u(z, xg,u") is unstable. Thus, the solution y(z) = yoe®® of the
problem ¢y’ = ay, y(0) = yq is stable only if a < 0, and unstable for a > 0.
We shall now give a few definitions which classify various types of behavior
of solutions.

Definition 23.1. A solution u(x) = u(z,x,u") of the initial value
problem (15.4) is said to be stable, if for each € > 0 thereisa d = d(e, zg) > 0
such that ||Au®|| < & implies that ||u(z,zo,u® + Au®) — u(x, z¢,u’)| < e.

Definition 23.2. A solution u(x) = u(x,zo,u") of the initial value
problem (15.4) is said to be unstable if it is not stable.

Definition 23.3. A solution u(x) = u(z,x,u") of the initial value
problem (15.4) is said to be asymptotically stable if it is stable and there
exists a g > 0 such that ||Au®|| < &y implies that

|u(z, zo, u® + Au®) — u(z, 29, u")|| — 0 as x — oo.

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 168
doi: 10.1007/978-0-387-71276-5_23, © Springer Science + Business Media, LLC 2008
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The above definitions were introduced by A. M. Lyapunov in 1892, and
hence some authors prefer to call a stable solution as Lyapunov stable, or
stable in the sense of Lyapunov.

Example 23.1. Every solution of the DE ¢’ = z is of the form y(x) =
y(zo) — 22/2 + 22 /2, and hence it is stable but not bounded.

Example 23.2. Every solution of the DE gy’ = 0 is of the form y(x) =
y(zp), and hence stable but not asymptotically stable.
Example 23.3. Every solution of the DE y' = p(z)y is of the form
y(x) = y(zo) exp( ;O p(t)dt) , and hence its trivial solution y(z) = 0 is
asymptotically stable if and only if f;;) p(t)dt — —o0 as x — oo.

From Example 23.1 it is clear that the concepts of stability and bound-
edness of solutions are independent. However, in the case of homogeneous

linear differential system (17.3) these concepts are equivalent as seen in the
following theorem.

Theorem 23.1. All solutions of the differential system (17.3) are stable
if and only if they are bounded.

Proof. TLet ¥(x) be a fundamental matrix of the differential system
(17.3). If all solutions of (17.3) are bounded, then there exists a constant
¢ such that ||¥(z)|| < ¢ for all x > zy. Now given any € > 0, we choose

|AuC|| < €/(c[[¥~ (x0)]|) = d(e) > 0, so that

lu(x, 2o, u® + Au®) — u(z, z0,u?)|| = || ¥(z)¥ 1 (xg)Au’|
| O ao)[[[JAW°] < e

IN

i.e., all solutions of (17.3) are stable.

Conversely, if all solutions of (17.3) are stable, then, in particular,
the trivial solution, i.e., u(x,x0,0) = 0 is stable. Therefore, given any
€ > 0, there exists a § = d(¢) > 0 such that ||Au®|| < ¢ implies that
lu(z, o, Aul)|| < € for all z > zo. However, since u(x,zq,Au’) =
U(2) W~ (zg)Au’, we find that ||u(z, zo, Au®)|| = ||[¥(z)¥ " (zo)Au’|| < e.
Now let Au® be a vector (§/2)e’, then we have

@) w)aa] = @3 < e

where 97 (x) is the jth column of W(x)¥~!(zg). Therefore, it follows that

; 2
[P e wo)ll = max W (@) < 5.



170 Lecture 23

Hence, for any solution u(x, zg, u’) of the differential system (17.3) we have
0 -1 0 210
lu(@, zo, )|l = [W(2)¥™ (zo)u’ll < —Ilu”ll;

i.e., all solutions of (17.3) are bounded. |

Corollary 23.2. If the real parts of the multiple eigenvalues of the
matrix A are negative, and the real parts of the simple eigenvalues of the
matrix A are nonpositive, then all solutions of the differential system (18.6)
are stable.

Our next result gives necessary and sufficient conditions so that all
solutions of the differential system (17.3) are asymptotically stable.

Theorem 23.3. Let ¥(x) be a fundamental matrix of the differen-
tial system (17.3). Then all solutions of the differential system (17.3) are
asymptotically stable if and only if

T(x)]] — 0 as x— oo. (23.1)

Proof. Every solution u(z, zg,u’) of the differential system (17.3) can
be expressed as u(z,zg,u’) = U(z)¥ ! (z¢)u’. Since ¥(z) is continuous,
condition (23.1) implies that there exists a constant ¢ such that |¥(z)| < ¢
for all x > xq. Thus, ||u(z,x,u’)| < ]|~ (xo)||||u’]|, and hence every
solution of (17.3) is bounded, and now from Theorem 23.1 it follows that
every solution of (17.3) is stable. Further, since

lu(x, 2o, u® + Au®) — u(z, z0,u?)|| = ||¥(z)¥ 1 (xg)Au’|
< Jw@)|[[w~ (zo)Au’]| — 0

as © — 00, it follows that every solution of (17.3) is asymptotically stable.

Conversely, if all solutions of (17.3) are asymptotically stable, then,
in particular, the trivial solution, i.e., u(z,z0,0) = 0 is asymptotically
stable. Hence, ||u(z,xo, Au®)|| — 0 as z — oo. However, this implies that
[T(x)]| — 0 as z — co. |

Corollary 23.4. If the real parts of the eigenvalues of the matrix A
are negative, then all solutions of the differential system (18.6) are asymp-
totically stable.

It is interesting to note that for the perturbed differential system (21.3)
Theorems 21.1 and 23.1 can be combined, to obtain the following result.

Theorem 23.5. Let all solutions of the differential system (18.6) be
stable, and the condition (21.4) be satisfied. Then all solutions of the
differential system (21.3) are stable.
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Similarly, a combination of Theorems 21.2 and 23.3 gives the following
result.

Theorem 23.6. Let all solutions of the differential system (18.6)
be asymptotically stable, and the condition (21.7) be satisfied. Then all
solutions of the differential system (21.3) are asymptotically stable.

From Example 21.1 it is clear that in Theorem 23.5 condition (21.4)
cannot be replaced by (21.7).

For our later applications we need a stronger definition of stability which
is as follows.

Definition 23.4. A solution u(x) = u(x,zo,u") of the initial value
problem (15.4) is said to be uniformly stable, if for each ¢ > 0 there is a
d = 6(e) > 0 such that for any solution u!(z) = u(x,zg,u') of the problem
' = g(x,u), u(zg) = u' the inequalities x1 > x¢ and ||ut(z1) — u(z1)|| <
imply that ||u'(z) — u(z)|| < € for all x > z;.

Example 23.4. Every solution of the DE 3 = p(z)y is of the form
y(z) = y(xo) exp (f;o p(t)dt) , and hence its trivial solution y(z) = 0 is
uniformly stable if and only if f;l p(t)dt is bounded above for all z > z1 >
xo. In particular, if we choose p(z) = sinlnz + coslnz — 1.25, then we have

x

— —00

x
/ p(t)dt = (tsinlnt — 1.25¢)
xo

Zo

as x — o0, and hence from Example 23.3 the trivial solution is asymptoti-
cally stable. But, if we choose z = e2"+t1/3)7 and z; = 7 +1/67 then it
can easily be seen that

/: p(tydt = ™ [e”/?’ (sing _ 1.25) _ /6 (sin% _ 1.25)}

1

1

0.172¢>"™ — oo as n — oo,

and hence the trivial solution is not uniformly stable. Thus, asymptotic
stability does not imply uniform stability.

Example 23.5. Every solution of the DE ¢’ = 0 is of the form y(z) =
y(zo), and hence uniformly stable but not asymptotically stable. Hence,
uniform stability does not imply asymptotic stability.

Our final result provides necessary and sufficient conditions so that all
solutions of the differential system (17.3) are uniformly stable.

Theorem 23.7. Let ¥(z) be a fundamental matrix of the differen-
tial system (17.3). Then all solutions of the differential system (17.3) are
uniformly stable if and only if the condition (22.10) holds.
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Proof. Let u(x) = u(z,x¢,u’) be a solution of the differential system
(17.3). Then for any x; > zg, we have u(z) = U(z)U ! (z1)u(xy). If
ul(z) = U(z)¥~1(z;)ul(z;) is any other solution, and the condition (22.10)
is satisfied, then we have

lul (@) = w@)l| < @)@ @)l (@1) = w(z)]| < ellu’(@1) = u(z1)]

for all 29 < z1 < & < 0. Thus, if € > 0 then z; > xg and ||u'(z1)—u(zy)|| <
€/c = 8(€) > 0 imply that ||u'(z) — u(x)|| < ¢, and hence the solution u(x)
is uniformly stable.

Conversely, if all solutions of (17.3) are uniformly stable, then, in par-
ticular, the trivial solution, i.e., u(x, 2o, 0) = 0 is uniformly stable. There-
fore, given any € > 0, there exists a § = d(¢) > 0 such that z1 > zg
and ||u'(z1)|| < & imply that ||u'(z)|| < € for all z > x;. Thus, we have
| U(2)¥ =1 (z1)ul(21)]] < € for all > x1. The rest of the proof is the same
as that of Theorem 23.1. |

Problems

23.1. Test the stability, asymptotic stability or unstability for the trivial
solution of each of the following systems:

B _ 2x
(i) o= _01 (1) u. (ii) u’[ 01 e_l}u.
[0 1 0 120
(i) /=1 0 0 1 |w ({v) =011 |u
| -1 -6 -5 131
1 -1 -1
v) /=11 1 =3 |u
1 -5 -3

23.2 (Hurwitz’s Theorem). A necessary and sufficient condition
for the negativity of the real parts of all zeros of the polynomial

2+ a4+t a1z + ag

with real coefficients is the positivity of all the leading principal minors of
the Hurwitz matrix

¢z 1 0 O O --- O
as a2 Qi 1 0 te 0
as ay a3z das ap e 0
o 0 0 0 0 - an

Use the Hurwitz theorem to find the parameter a in the differential systems
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0 0 1 0 1 0
i) v/=1-30 0 |w () «/=10 0 1 |u
a 2 -1 a —3 -2

so that the trivial solution is asymptotically stable.

23.3. In the differential system (17.1) let A(x) and b(x) be continuous
in [z, 00). Show the following:

(i)  If all solutions are bounded in [zg, 00), then they are stable.

(ii) If all solutions are stable and one is bounded, then all solutions are
bounded in [zg, 00).

23.4. In the differential system (17.3) let A(z) be continuous in [zg, 00).
System (17.3) is said to be stable if all its solutions are stable, and it
is called restrictively stable if the system (17.3) together with its adjoint
system (18.10) are stable. Show the following:

(i) A necessary and sufficient condition for restrictive stability is that there
exists a constant ¢ > 0 such that |®(x,z0)P(xo,t)|| < ¢, T > mg, t > x0
where ®(x, x0) is the principal fundamental matrix of (17.3).

(ii) If the system (17.3) is stable and the condition (22.6) is satisfied, then
it is restrictively stable.

(iii) If the adjoint system (18.10) is stable and

limsup/l Tr A(t)dt < oo,

r—00
then the system (17.3) is restrictively stable.

23.5. Show that the stability of any solution of the nonhomogeneous
differential system (17.1) is equivalent to the stability of the trivial solution
of the homogeneous system (17.3).

23.6. If the Floquet multipliers o; of (17.3) satisty |o;| < 1, i =1,...,n,
then show that the trivial solution is asymptotically stable.

23.7. Show that the question of stability of the solution u(x) =
u(x, zo,u’) of (15.1) can always be reduced to the question of stability of the
trivial solution of the differential system v’ = G(x,v), where v = u — u(x)
and G(z,v) = g(z,v + u(z)) — g(z, u(x)).

Answers or Hints

23.1. (i) Stable. (ii) Unstable. (iii) Asymptotically stable. (iv) Unstable.
(v) Unstable.
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23.2. (i) a < —6. (i) =6 < a < 0.

23.3. If ui(z) and wuz(x) are solutions of (17.1), then wuy(z) — ugz(z) =
®(z, 20)(ur(z0) — u2(20))-

23.4. (i) Condition || ®(z, zo)®(z0,t)|| < ¢, ¥ > w0, t > 0 is equivalent to
the existence of a constant c; such that ||®(z,xo)|| < c1, |7z, 20)|| < 1.
Now use Theorems 18.3 and 23.1. (ii) Use Theorem 17.3 to deduce that
|det ®(z,29)] > d > 0 for all z > xy. Now the relation ®~!(z,z9) =
adj ®(z, z9)/det ®(z, xo) ensures that ®~1(x, z0) is bounded for all z > z.
(iii) Use part (ii) and the relation Tr (—AT (z)) = —Tr A(x).

23.5. See Problem 23.6.

23.6. The asymptotic stability of the trivial solution of (20.6) implies the
same of the trivial solution of (17.3). Now since ev(Feal part of x) — 5.1

1, the real parts of the Floquet exponents must be negative.
23.7. Let v = u — u(z), then v = v — v/ (x) = g(x,u) — g(z,u(x)) =

g(xz,v + u(z)) — g(z,u(z)) = G(z,v). Clearly, in the new system v’ =
G(z,v), G(z,0) = 0.



Lecture 24

Stability of
Quasi-Linear Systems

In Problems 22.9 and 22.10 we have considered the differential systems
(22.16) and (22.17) as the perturbed systems of (18.6) and (17.3), respec-
tively, and provided sufficient conditions on the nonlinear perturbed func-
tion g(z,v) so that the asymptotic properties of the unperturbed systems
are maintained for the perturbed systems. Analogously, we expect that
under certain conditions on the function g(x,v) stability properties of the
unperturbed systems carry through for the perturbed systems. For obvi-
ous reasons, systems (22.16) and (22.17) are called quasi-linear differential
systems.

Let the function g(z,v) satisfy the condition

lg(z; v)|| = o([lv[]) (24.1)

uniformly in x as ||v|| approaches zero. This implies that for v in a suffi-
ciently small neighborhood of the origin, ||g(z,v)||/||v|]| can be made arbi-
trarily small. Condition (24.1) assures that g(x,0) = 0, and hence v(z) =0
is a solution of the perturbed differential systems.

We begin with an interesting example which shows that the asymptotic
stability of the trivial solution of the unperturbed system (17.3) and the
condition (24.1) do not imply the asymptotic stability of the trivial solution
of the perturbed system (22.17).

Example 24.1. Consider the differential system

up = —aw
, . (24.2)
uh = (sin2z+ 2z cos2z —2a)ug, 1<2a<3/2

whose general solution is

ui(z) = cle

uzg(x) = coexp((sin2z — 2a)x).

Since a > 1/2, every solution of (24.2) tends to zero as © — oo, and hence
the trivial solution of (24.2) is asymptotically stable.

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 175
doi: 10.1007/978-0-387-71276-5_24, © Springer Science + Business Media, LLC 2008
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Now we consider the perturbed differential system

v) = —auy
, . , (24.3)
vy = (sin2x + 2z cos2x — 2a)vy + v7,

i.e., the perturbing function g(z,v) = [0, v$]T. Obviously, for this g(z,v)
the condition (24.1) is satisfied.

The general solution of the differential system (24.3) is
vi(z) = cle”

xT
<02 +c3 / e tsin 2tdt) exp((sin 2z — 2a)x).
0

Let x =z, = (n+1/4)m, n=1,2,... then we have

va(x)

—

—sin2¢t > = for all :Un—i—ggtgxn—i—

)
|

Thus, it follows that

Tl ) Tp+m/2 )
/ €7t sm2tdt > / eftsm2tdt
0 T

ntm/3
Tp+m/2 1

> / e2dt > 0.4 exp (xn + W) .
Tn+m/3 2 4

Therefore, we have

3
Vo (Tpy1) > cpe(1720)Tn 0.4¢3 exp (Z + <2 - 2a> xn> .
Since 2a < 3/2, we see that vo(z,41) — 00 as n — oo if ¢; # 0. Thus, the
trivial solution of (24.3) is unstable.

In our first result we shall show that the asymptotic stability of the
trivial solution of the differential system (18.6) and the condition (24.1) do
imply the asymptotic stability of the trivial solution of (22.16).

Theorem 24.1. Suppose that the real parts of the eigenvalues of the
matrix A are negative, and the function g(z, v) satisfies the condition (24.1).
Then the trivial solution of the differential system (22.16) is asymptotically
stable.

Proof. In (18.15) let the nonhomogeneous term b(x) be g(z,v(x)), so
that each solution v(z) such that v(zg) = v" of the differential system
(22.16) satisfies the integral equation

v(z) = eA@E=m)y0 4 / eA@=D g (¢ v(t))dt. (24.4)

Zo
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Now since the real parts of the eigenvalues of the matrix A are negative,
there exist constants ¢ and 7 = —§ (§ > 0) such that [e?*|| < ce™% for all
x > 0. Hence, from (24.4) we have

[o(@)] < Ce_g(m_mO)HvoHJrC/ e gt v(t))l|dt, @ = zo. (24.5)

Zo

In view of the condition (24.1) for a given m > 0 there exists a positive
number d such that
lg(@ )l < mllv]| (24.6)

for all x > xg, [jv| < d.

Let us assume that ||[v°|] < d. Then there exists a number z; such that
[lv(x)]| < d for all € [xg,x1). Using (24.6) in (24.5), we obtain

v(z)][e?® < ceé£°||v0||—|—cm/ [v(t)||e’tdt, = € [xo,21). (24.7)
Zo

Applying Corollary 7.6 to the inequality (24.7), we get

[o(@)]| < e]o’lexp((em —6)(z — x0)), « € [zo,21). (24.8)

But since v° and m are at our disposal, we may choose m such that
em < 6, and v(zg) = v° so that [|[v°|| < d/c implies that ||v(z)|| < d for all
x € [zo,x1).

Next since the function g(z,v) is continuous in [rg,00) X IR", we can
extend the solution v(z) interval by interval by preserving the bound 6.
Hence, given any solution v(x) = v(z, zg,v?) with % < d/c, we see that
v is defined in [z, 00) and satisfies ||v(x)| < d. But d can be made as small
as desired, therefore the trivial solution of the differential system (22.16) is
stable. Further, cm < § implies that it is asymptotically stable. |

In the above result the magnitude of ||v°| cannot be arbitrary. For
example, the solution

y(z) = Y%
Yo — (yo — 1)e”

of the initial value problem 3’ = —y+y2, y(0) = yo > 1 becomes unbounded
as @ — Infyo/(yo — 1)]-

Example 24.2. The motion of a simple pendulum with damping is
governed by a DE of the form

0 + k@’—l—%sin& — 0,

m
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which is usually approximated by a simpler DE
k

0+ —0 + %9 = 0.
m

In system form these equations can be written as (18.6) and (22.16), re-
spectively, where

0 1 0

A = d ) =
_9 _E and - g(z,v) %(vl—sinvl)

Since the matrix A has eigenvalues

k kz 1/2
Lk (e
2m 4m? L
both of which have negative real parts if k, m, g, and L are positive, and
since
V3
3*1' _‘ < M|v1\3

o, o)l = [ —sinwy)| = £

for some constant M, Theorem 24.1 is applicable. Thus, we see that when
|lv]| is sufficiently small the use of more refined differential system, i.e.,
including the nonlinear function g(x, v) does not lead to a radically different
behavior of the solution from that obtained from the linear differential
system as x — 00.

Now we state the following result whose proof differs slightly from The-
orem 24.1.

Theorem 24.2. Suppose that the matrix A possesses at least one
eigenvalue with a positive real part, and the function g(z,v) satisfies the
condition (24.1). Then the trivial solution of the differential system (22.16)
is unstable.

Theorems 24.1 and 24.2 fail to embrace the critical case, i.e., when the
real parts of all the eigenvalues of the matrix A are nonpositive, and when
at least one eigenvalue is zero. In this critical case, the nonlinear function
g(z,v) begins to influence the stability of the trivial solution of the system
(22.16), and generally it is impossible to test for stability on the basis of
eigenvalues of A. For example, the trivial solution of the DE 3/ = ay? is
asymptotically stable if a < 0, stable if a = 0, and unstable if a > 0.

Our final result in this lecture is for the differential system (22.17),
where as in Problem 22.10 we shall assume that

lg(z, V)| < A@)[vll; (24.9)
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where \(x) is a nonnegative continuous function such that [~ A(t)dt < cc.

Obviously, condition (24.9) implies that v(x) = 0 is a solution of the
differential system (22.17).

Theorem 24.3. Suppose that the solutions of the differential sys-
tem (17.3) are uniformly (uniformly and asymptotically) stable, and the
function g(z,v) satisfies condition (24.9). Then the trivial solution of the
differential system (22.17) is uniformly (uniformly and asymptotically) sta-
ble.

Proof. Since all the solutions of the differential system (17.3) are uni-
formly stable, by Theorem 23.7 there exists a constant ¢ such that for
any fundamental matrix ¥(z) of (17.3) we have ||¥(z)¥U~1(¢)| < ¢ for all
o <t<x<oo.

In (18.14) let the nonhomogeneous term b(x) be g(x, v(x)), so that each
solution v(z) such that v(z1) = v!, 21 > o of the differential system
(22.17) satisfies the integral equation

x

v(z) = \Il(m)\Ilfl(xl)vl—l-/ U(x) T (t)g(t, v(t))dt. (24.10)

Z1

Thus, it follows that

x

lo@)]| < eflot]l + 0/ A [v(t) ||de.
From this, we find

@l < clllens (e [ awar) < K,

1

K = cexp (c/:o A(t)dt).

Hence, for a given € > 0, if [|[v!]| < K~ te then |jv(z)|| < € for all z > z1;
i.e., the trivial solution of the differential system (22.17) is uniformly stable.

where

Finally, if the solutions of the differential system (17.3) are, in addition,
asymptotically stable, then from Theorem 23.3 it follows that | ¥(x)|| — 0
as x — oo. Thus, given any € > 0 we can choose x5 large enough so that
| W (2)¥ 1t (zg)v 0|| < ¢ for all z > z5. For the solution v(x) = v(z, 2, v°)
we then have

lo(@)]l < [1W(2) ¥~ (zo)v 0II+/ W (@) T (@)[[llg(t, v(2)]|dt

IN

e+c/ AGv@)l|dt, = > 2.

0
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From this, we get
xT
lv(z)]] < eexp (c/ A(t)dt) < Le, x> m
zo
o0
where L = exp (c o )\(t)dt) .
Since € is arbitrary and L does not depend on € or x5, we conclude that
lv(x)]] — 0 as * — oo, i.e., the trivial solution of the differential system
(22.17) is, in addition, asymptotically stable.

Problems

24.1. Test the stability, asymptotic stability, or unstability for the
trivial solution of each of the following systems:

up = —2u; +us+3uz+ 8u% + u%
(i) uh = —6uy— bug+ Tuj
uy = —uz+uft+ud+ud.
uy = 2uy +up —uf—ul
(i) wh = wup+3uz —udsinuz
uy = ug+ 2uz +uf + ui.
vy = In(l—ugz)
(i) wh = In(l—u)
uy = In(l—ug).
ujy = wu;—cosus —uz+1
(iv) uh = wug—cosug—u;+1
uh = us—cosu; —ug + 1.

24.2. Test the stability, asymptotic stability or unstability for the trivial
solution of each of the following equations:
(i) ¢ +2y" + 3y +9sinhy = 0.
(i) " +3y" — 4y +Ty+y*=0.
(iil) ¢ 4+ y+coshy—1=0.
(iv) ¥ +2y" +3y" 4+ 11y + ysiny = 0.

Answers or Hints
24.1. (i) Asymptotically stable. (ii) Unstable. (iii) Unstable. (iv) Unsta-

ble.
24.2. (i) Unstable. (ii) Unstable. (iii) Unstable. (iv) Unstable.



Lecture 25

Two-Dimensional
Autonomous Systems

The differential system (15.1) is said to be autonomous if the function
g(z,u) is independent of x. Thus, two-dimensional autonomous systems are
of the form

wy = gi(ur, uz)

25.1
u’2 = 92(U17u2)~ ( )

Throughout, we shall assume that the functions g; and g» together with
their first partial derivatives are continuous in some domain D of the uqus-
plane. Thus, for all (uf,u3) € D the differential system (25.1) together
with ui(z0) = u¥, ua(z9) = uJ has a unique solution in some interval .J
containing zp. The main interest in studying (25.1) is twofold:

1. A large number of dynamic processes in applied sciences are governed
by such systems.

2. The qualitative behavior of its solutions can be illustrated through the
geometry in the ujus-plane.

For the autonomous differential system (25.1) the following result is
fundamental.

Theorem 25.1. Ifu(x) = (ui(z),uz(x)) is a solution of the differential
system (25.1) in the interval («, 3), then for any constant ¢ the function
v(z) = (ur(x + ¢),us(x + ¢)) is also a solution of (25.1) in the interval
(Oé -G ﬁ - C).

Proof. Since v'(z) = v/(z + ¢) and v/(z) = g(u(x)) it follows that
v(z) = u'(r+c¢) = glulzr + ¢)) = g(v(z)), ie., v(z) is also a solution of
(25.1). |

Obviously, the above property does not usually hold for nonautonomous
differential systems, e.g., a solution of v} = wy, uy = xuy is uy(z) =
e®, ug(r) = we® — e, and ubh(x + ¢) = (z + ¢)e* ¢ # zui(z + ¢) unless
c=0.

In the domain D of the ujus-plane any solution of the differential system
(25.1) may be regarded as a parametric curve given by (ui(x),uz(x)) with
x as the parameter. This curve (ui(x),us(x)) is called a trajectory or an
orbit or a path of (25.1), and the ujus-plane is called the phase plane. Thus,

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 181
doi: 10.1007/978-0-387-71276-5_25, © Springer Science + Business Media, LLC 2008
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from Theorem 25.1 for any constant ¢ both (u1(z),u2(z)), = € (o, 5) and
(ur(x+¢),uz(x+¢)), z € (o — ¢, B — ¢) represent the same trajectory. For
the trajectories of the differential system (25.1) the following property is
very important.

Theorem 25.2. Through each point (u{,u3) € D there passes one and
only one trajectory of the differential system (25.1).

Proof. Suppose, on the contrary, there are two different trajectories
(u1(x),uz(z)) and (vi(z),v2(x)) passing through (ul, ul), i.e., ui(zg) =
ud = vi(z1) and uz(rg) = uy = vo(zy1), where 29 # 27 follows by the
uniqueness of solutions of the initial value problems. By Theorem 25.1,
ul(z) = ui(x — o1 + 20), ud(x) = uz(x — 21 + x0) is also a solution of
(25.1). Note ui(z1) = ui(z0) = ud = v1(x1), and ui(x1) = uz(zg) = u =
va(x1). Hence, from the uniqueness of solutions of the initial value problems
we find that ui(z) = vi(z) and ud(x) = ve(z). Thus, (ui(z),uz(x)) and
(v1(z),v2(z)) are the same trajectories with different parameterizations.

Example 25.1. For the differential system u} = ug, uy = —u; there are
an infinite number of solutions wu;(z) = sin(z + ¢), uz(z) = cos(z +¢), 0 <
c< 2w, —oo < x < oo. However, they represent the same trajectory, i.e.,
the circle u? +u3 = 1.

Thus, it is important to note that a trajectory is a curve in D that is
represented parametrically by more than one solution. Hence, in conclu-
sion, u(z) = (u1(x),us(x)) and v(x) = (u1(z + ¢),uz(z + ¢)), ¢ # 0 are
distinct solutions of (25.1), but they represent the same curve parametri-
cally.

Definition 25.1. Any point (u{,u3) € D at which both g; and go
vanish simultaneously is called a critical point of (25.1). A critical point is
also referred to as a point of equilibrium or stationary point or rest point or
singular point.

If (ul,u) is a critical point of (25.1), then obviously u1(x) = uf, uz(z)
= u3 is a solution of (25.1), and from Theorem 25.2 no trajectory can pass
through the point (ul, u3).

A critical point (u,u9) is said to be isolated if there exists no other
critical point in some neighborhood of (u¢,u9). By a critical point, we shall
hereafter mean an isolated critical point.

Example 25.2. For the differential system

/
U = a11u1 + ajpu
1 11U1 12U2
;L (25.2)
Uy = Q21U + G22U2, @11022 — G21012 75 0

there is only one critical point, namely, (0,0) in D = IR%.
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Example 25.3. For the simple undamped pendulum system u} =
ug, uh = —(g/L)sinu; there are an infinite number of critical points
(nm,0), n=0,+1,42,...in D = R

If (uf,u9) is a critical point of (25.1), then the substitution v; = u; —
ud, vy = ug — uf transforms (25.1) into an equivalent system with (0,0) as
a critical point, thus without loss of generality we can assume that (0,0) is
a critical point of the system (25.1). An effective technique in studying the
differential system (25.1) near the critical point (0, 0) is to approximate it by
a linear system of the form (25.2), and expect that a “good” approximation
(25.2) will provide solutions which themselves are “good” approximations
to the solutions of the system (25.1). For example, if the system (25.1) can
be written as

U:1 = anw + agug + hi(u1, ug) (25.3)
uy = agu1 + ageus + ha(u1, ug),

where h1(0,0) = h2(0,0) = 0 and

hl(u1,U2) _ lim h2(U1,U2) -0
u,uz—0 (U% + u%)l/Q u1,uz—0 (U% + u%)l/z ’

then the results of the previous lecture immediately give the following the-
orem.

Theorem 25.3. (i) If the zero solution of the system (25.2) is asymp-
totically stable, then the zero solution of the system (25.3) is asymptotically
stable.

(ii) If the zero solution of the system (25.2) is unstable, then the zero
solution of the system (25.3) is unstable.

(iii) If the zero solution of the system (25.2) is stable, then the zero solution
of the system (25.3) may be asymptotically stable, stable, or unstable.

Of course, if the functions g1 (u1,ug) and go(u1, us) possess continuous
second-order partial derivatives in the neighborhood of the critical point
(0,0), then by Taylor’s formula, differential system (25.1) can always be
written in the form (25.3) with

_ 991 _ 991 _ 99 _ 992
ay; = Bu, (0,0), a2 = 8uQ(O’O)’ asy = Bu, (0,0), az = 8uQ(0’0)'

The picture of all trajectories of a system is called the phase portrait
of the system. Since the solutions of (25.2) can be determined explicitly,
a complete description of its phase portrait can be given. However, as
we have seen earlier the nature of the solutions of (25.2) depends on the
eigenvalues of the matrix
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i.e., the roots of the equation
A2 — (a11 + ag2)A + anag — agar = 0. (25.4)

The phase portrait of (25.2) depends almost entirely on the roots A; and Ay
of (25.4). For this, there are several different cases which must be studied
separately.

Case 1. A; and A, are real, distinct, and of the same
sign. If v!, v? are the corresponding eigenvectors of A, then from Theo-
rem 19.1 the general solution of (25.2) can be written as

[ z;g; ] = [ ﬁ ]e’\lm—i-cz

where ¢; and ¢y are arbitrary constants.

2
vy A
; 1 e, (25.5)

U2

For simplicity, we can always assume that Ay > As. Thus, if Ay < Ay <0
then all solutions of (25.2) tend to (0,0) as & — oo. Therefore, the critical
point (0,0) of (25.2) is asymptotically stable. In case ¢; = 0 and ¢3 # 0, we
have ug = (v3/v?)uy, i.e., the trajectory is a straight line with slope v2/v?.
Similarly, if ¢; # 0 and co = 0 we obtain the straight line us = (v /v{)u;.
To obtain other trajectories, we assume that ¢; and ¢y both are different
from zero. Then since

uz () c1vaeMT 4 covere® c1vd 4 cpvzeP2—r)z
= Tz 2 002 1 2, (A2—A1)z’ (25.6)
up(x) c1veM® + cpviet? c1v] + covielAz—A1)z

which tends to vi/v} as 2 — oo, all trajectories tend to (0,0) with the
slope v /vi. Similarly, as  — —oo all trajectories become asymptotic to
the line with the slope v3 /v$. This situation is illustrated in Figure 25.1 for
two different values of the slope vi /vi and v3/v?. Here the critical point
(0,0) is called a stable node.
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Figure 25.1
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If A1 > A2 > 0, then all nontrivial solutions tend to infinity as z tends
to oo. Therefore, the critical point (0,0) is unstable. The trajectories are
the same as for Ay < A\; < 0 except that the direction of the motion is
reversed as depicted in Figure 25.2. As z — —oo, the trajectories tend to
(0,0) with the slope vZ/v?, and as  — oo trajectories become asymptotic
to the line with the slope vi/vi. Here the critical point (0,0) is called an

unstable node.

U2
U1
1 2
U2 U2
=0, 5=
Uy vy

Figure 25.2

U2
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Case 2. A; and A, are real with opposite signs. Of
course, the general solution of the differential system (25.2) remains the
same (25.5). Let

u2
v3
U2 = —FU1
V1
U1
vy
U2 = —1u1
U1

Figure 25.3

A1 > 0> Xo. If ¢ = 0 and ¢y # 0, then as in Case 1 we have uy = (v3/v?)uy,
and as © — oo both wu;(x) and uz(x) tend to zero. If ¢; # 0 and ¢z = 0,
then up = (vd /v{)u; and both u;(z) and ug(z) tend to infinity as z — oo,
and approach zero as x — —oo. If ¢; and ¢o both are different from zero,
then from (25.6) it follows that wus/u; tends to vi/vi as z — oco. Hence,
all trajectories are asymptotic to the line with slope vl /vl as # — oo.
Similarly, as x — —oo all trajectories are asymptotic to the line with slope
v3/v?. Also, it is obvious that both wu;(z) and ug(x) tend to infinity as
x — too. This type of critical point is called a saddle point. Obviously,
the saddle point displayed in Figure 25.3 is an unstable critical point of the
system.
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Two-Dimensional
Autonomous Systems (Contd.)

We shall continue our study of the phase portrait of the differential
system (25.2).

Case 3. A; = A2 = A. In this case from Corollary 19.4 the general
solution of the differential system (25.2) can be written as

PR
us () !

where ¢; and ¢y are arbitrary constants.

1 + (0,11 — )\)IE

a1

e)\x + o

If X < 0, both ui(x) and ug(z) tend to 0 as * — oo and hence the
critical point (0,0) of (25.2) is asymptotically stable. Further, from (26.1)
it follows that

ug e + [azic1 + (aaz — A)ea]x

= . 26.2
Uy c1 + [a12ce + (a11 — Nz ( )

Thus, in particular, if a12 = as1 = 0, a;; = age # 0, then equation (25.4)
gives A = aj; = ag9, and (26.2) reduces to us/u; = cz/cy. Therefore, all
trajectories are straight lines with slope ca/c;. The phase portrait in this
case is illustrated in Figure 26.1(a). Here, the origin is called stable proper
(star-shaped) node. In the general case as x — 00, (26.2) tends to

asici + (a22 — A)ca
a12Co + (all - )\)Cl '

But, since (a11 — A)(aza — \) = aj2a9; this ratio is the same as as1/(a11 —
A). Thus, as * — =oo, all trajectories are asymptotic to the line uy =
(a21/(a11 — A))uy. The origin (0,0) here is called stable improper node; see
Figure 26.1(b).

If A > 0, all solutions tend to co as x — oo and hence the critical point
(0,0) of (25.2) is unstable. The trajectories are the same as for A < 0 except
that the direction of the motion is reversed (see Figure 26.2(a)—(b)).

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 187
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u2 u2
/ u2 = a21 u
2 = (llll N 1
Ui Ul
/]
Figure 26.1(a) Figure 26.1(b)
U2 U2
/ u az1 u
2 (@ — N 1
U1 Ui
/]
Figure 26.2(a) Figure 26.2(b)

Case 4. A; and )\, are complex conjugates. Let \; = pu+iv
and Ay = p — iv, where we can assume that v > 0. If v = v + 502 is
the eigenvector of A corresponding to the eigenvalue \; = u + iv, then a
solution of (25.2) can be written as

elrtm)z(yl 4 jp?) = el (cosva + isinve)(v' + iv?)
2 1

u(x)

el vl cos v — v? sinva] + iet® vl sinvae + v? cosval.

Therefore, from Problem 19.5,

! sin v +v? cos va]

ul(z) = e vl cosvr—v?sinve] and w?(z) = e'[v
are two real-valued linearly independent solutions of (25.2), and every solu-
tion u(x) of (25.2) is of the form u(z) = ciut(x) + cou?(x). This expression
can easily be rewritten as

ui(xz) = ret® cos(ve — &) (26.3)

ug(x) = reet® cos(ve — d),
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where r1 >0, ro >0, 67 and J are some constants.

If 4 = 0, then both w;(x) = ry cos(ve — 61) and us(x) = 7o cos(ve — d2)
are periodic of period 27/v. The function uq(z) varies between —r; and
71, while us(z) varies between —ry and ro. Thus, each trajectory beginning
at the point (uj,us) when & = z* will return to the same point when
x = x* 4+ 2w /v. Thus, the trajectories are closed curves, and the phase
portrait of (25.2) has the form described in Figure 26.3(a). In this case the
critical point (0,0) is stable but not asymptotically stable, and is called a
center.

If 4 < 0, then the effect of the factor e in (26.3) is to change the
simple closed curves of Figure 26.3(a) into the spirals of Figure 26.3(b).
This is because the point

(o (2 (2) = e 2) o

is closer to the origin (0, 0) than (u1(0), u2(0)). In this case the critical point
(0,0) is asymptotically stable, and is called a stable focus.

If © > 0, then all trajectories of (25.2) spiral away from the origin (0, 0)
as * — oo and are illustrated in Figure 26.3(c). In this case the critical
point (0,0) is unstable, and is named an unstable focus.

u2 U2

(@ (@
B/

W
&

Figure 26.3(a) Figure 26.3(b) Figure 26.3(c)

We summarize the above analysis in the following theorem.

Theorem 26.1. For the differential system (25.2), let A\; and Ay be
the eigenvalues of the matrix A. Then the behavior of its trajectories near
the critical point (0,0) is as follows:

(i) stable node, if A\; and Ay are real, distinct, and negative;

(ii) unstable node, if Ay and Ay are real, distinct, and positive;

(iii) saddle point (unstable), if A\; and Ao are real, distinct, and of oppo-
site sign;
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iv) stable node, if A; and Ay are real, equal, and negative;
v) unstable node, if \; and Ay are real, equal, and positive;
vi) stable center, if A\; and Ay are pure imaginary;

i
vii) stable focus, if A\; and Ay are complex conjugates, with negative
eal part;

(
(
(
(
(

viii) unstable focus, if A; and Ay are complex conjugates with positive
real part.

The behavior of the linear system (25.2) near the origin also determines
the nature of the trajectories of the nonlinear system (25.3) near the critical
point (0,0). We state the following result whose proof can be found in
advanced books.

Theorem 26.2. For the differential system (25.2), let A\; and Ay be
the eigenvalues of the matrix A. Then we have the following

(a) The nonlinear system (25.3) has the same type of critical point at the
origin as the linear system (25.2) whenever

(i) A1 # A9 and (0,0) is a node of the system (25.2);

(ii) (0,0) is a saddle point of the system (25.2);

(iii) A1 = A2 and (0,0) is not a star-shaped node of the system (25.2);
(iv) (0,0) is a focus of the system (25.2).
(
s

(i) If Ay = Ag and (0,0) is a star-shaped node of the system (25.2), then
(0,0) is either a node or a focus of the system (25.3).

ii) If (0,0) is a center of the system (25.2), then (0,0) is either a center
or a focus of the system (25.3).

Example 26.1. Consider the nonlinear differential system

uf = 1—wujug
r ; (26.4)
uh = up —u3.

The equations 1 —ujus = 0 and u; —u3 = 0 imply that (1,1) and (-1, 1)
are the only critical points of the system (26.4).

For the point (1, 1), in (26.4) we use the substitution v; = u; — 1, vy =
ug — 1 to obtain the new system

v) = 1—(n+D(va+1) = —v; —vy—viv

. . 26.5
vh = (v +1)— (v2 +1)° = vy — 3vy — 3vF — 03, (26.5)
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which plays the role of the differential system (25.3). Obviously, in (26.5)

the functions hq(vy,vs) = —v1ve and ho(vi,v2) = —3v3 — v3 are such that
hl(UhUz) -0 = h2(017712)
v1,v2—0 (U% +U%)1/2 v1,v2—0 (’U% +’U%)1/2'

Corresponding to (26.5) the associated linear system is

V] = —wv — vy
26.
vh = wv; — 3vs. (26.6)
Since for the matrix
-1 -1
1 -3
the eigenvalues \y = Ao = —2, the zero solution of the system (26.6) is

asymptotically stable. Thus, from Theorem 25.3 the zero solution of (26.5)
is asymptotically stable. Hence, the critical point (1,1) of the differential
system (26.4) is asymptotically stable. Further, from Theorem 26.1 the
zero solution of the differential system (26.6) is a stable node. Thus, from
Theorem 26.2 the zero solution of (26.5) is a stable node. Hence the critical
point (1,1) of (26.4) is a stable node.

Similarly, for the point (—1,—1), we use the substitution v; = wu; +
1, vo = ug + 1 to obtain the new system

v = 1—(vy—1)(vg—1) = vy + vy —v1v
} (v1 = 1)(v2 3 1+v2—ur 2 . (26.7)
v = (v1—1)—(vg —1)° = v; — 3vy + 3v35 — vs.
Corresponding to (26.7) the associated linear system is
v = v+
Lo e (26.8)
Vy = VU1 — V3.

Since for the matrix
1 1
1 -3

the eigenvalues A\ = —1 + VB >0and Ay = -1 — V5 < 0, the zero
solution of the system (26.8) is an unstable saddle point. Therefore, for
the nonlinear system (26.7) the zero solution is an unstable saddle point.
Hence, the critical point (—1,—1) of the differential system (26.4) is an
unstable saddle point.

Remark 26.1. For the nonlinear systems
up = —ug —u?
! 2 (26.9)

uy = wug
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and 5
uy = —us—u
! 2 (26.10)
Uy = U
the corresponding homogeneous system is
up = —us
! (26.11)
Ul2 = Uz.

Clearly, for (26.11) the critical point (0, 0) is a center. It is known that the
critical point (0,0) of (26.9) is a center, while the same point for (26.10) is
a focus.

Remark 26.2. If the general nonlinear system (25.1) does not contain
linear terms, then an infinite number of critical points are possible. Further,
the nature of these points depend on the nonlinearity in (25.1), and hence
it is rather impossible to classify these critical points.

Problems

26.1. Show that any solution u(x) = (ui(x),uz(x)) of the differential
system
uj = ug (" —1)
uh = up +e*2

which starts in the right half-plane (uq > 0) must remain there for all .

26.2. Let u(x) = (u1(x),uz(z)) be a solution of the differential system
(25.1). Show that if u(xg+w) = u(xe) for some w > 0, then u(x+w) = u(x)
for all x > xg, i.e., u(z) is periodic of period w.

26.3. Let u(x) = (u1(x),uz(z)) be a solution of the differential system
(25.1). Show the following:

(i) If u(z) is periodic of period w, then the trajectory of this solution is
a closed curve in the ujuo-plane.

(ii) If the trajectory of u(x) is a closed curve containing no critical points
of (25.1), then this solution is periodic.

26.4. Prove that all solutions of the following DEs are periodic:
i) y'+a’y+by?=0, b>0 (Duffing’s equation).
i) ¥ +y*/(1+y") =0.
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26.5. Show that all solutions of the following differential systems are
periodic:

(i) ’ - 2 2 (i) r_ 2
uh 2up (1 + uf + u3). uy = —ug exp(l + uf).

26.6. Find all critical points of each of the following differential systems
and determine whether they are stable or unstable:

I /I 2
) u] = uy + 4ug (i) U] = u; — ug + uy
ub = up + ug — ul. uh = 12uy — 6ug + ugus.
/ 3 2
. uy = up —uy — uru
(iv) 1 1 2

L up = 8uy — u}
(iii) 7 5,4
Uy = 2Uz — U3 — UTU2.

! __ 2
Uy = U2 — UT.

26.7. Determine the type of stability of the critical point (0, 0) of each
of the following linear systems and sketch the phase portraits:

r_ I
Q) ul1 = —2u1 + us (i) u/l = 4uy + us
Uy = —dUu; — bug. Uy = 3ug + 6us.
;o o
(i) U1 T Y2 (v) =t
! 2 _ A 3 _
Uy = 22U us. Uy = DU ug.
;o I
v) u] = 3u + ug (vi) uy] = —2u; — dug
uh = U —u L =2u; +2
2 2 1- u2 U1 us.
Ly U= UL — U oy U= Tug + ug
(vii) i (viil) 7} 3wy 4+ 4
Uy = U us. Uy = U1 Uu9.

26.8. Find all critical points of each of the following differential systems
and determine their nature:

Q) uf = 4u3 —u? (i) u) = ugug
ubh = 2ujug — dus — 8. uh =4 — duy — 2us.

v U =2ug(ug —u . uy = u1(2uo —ug +5
(iii) u’l B 2_,i<ul_ 22) (iv) | _ é( ) —61 —)8
5 = 2 —uj. Uy = U] + Uuj U1 U2.

26.9. Consider the Van der Pol equation
Y +uly® =1y +y =0, (26.12)
which is equivalent to the system v} = ug, ub = p(1 — u?)ug — u;. Show
that (0,0) is the only critical point of the system. Determine the nature of

the critical point when p < 2, =2, and p > 2.

26.10. Rayleigh’s equation is

1
Y+ (3(?/)2 - 1) y+y =0,
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where 1 is a constant. Show that differentiation of this equation and setting
y' = z reduces Rayleigh’s equation to the Van der Pol equation.

26.11. Consider the DE 3" +py’ +qy = 0, g # 0 which is equivalent to
the system u) = ug, uh = —pus — quy. Determine the nature of the critical
point (0,0) in each of the following cases:

i) p?>>4q, ¢>0,and p <O0.
ii) p?>4q, ¢>0,and p> 0.
iii) p? > 4q and ¢ < 0.
iv) p?=4q and p > 0.

vi) p? <4q and p > 0.
i

(
(
(
(
(v) p*=4qandp<0.
(
(vii) p? < 4q and p < 0.
(

viii) p =0 and ¢ > 0.

Answers or Hints

26.1. Use uniqueness property.
26.2. Use uniqueness property.

26.3. (i) In every time interval o < z < xg+w (x¢ fixed) the trajectory C
of this solution moves once around C. (ii) Such a solution moves along its
trajectory C with velocity [g7 (w1, u2) 4 g2 (u1,u2)]*/?, which has a positive
minimum for (u1,us) on C. Hence, the trajectory must return to its starting
point v = uy(z0), uy = uz(wg) in some finite time w. But this implies that
u(z + w) = u(z) (cf. Problem 26.2).

26.4. (i) In system form the given DE is the same as u} = ug, uh =
—a?u; — bu3. The trajectories of this system are the solution curves iu3 -+

2
2 3
dus _ _a u1+buy .
i vra— Obviously these
curves are closed in ujus-plane. (i) 2uj + FIn(1+uf) = . (iii) $u3 +

ul 2 .
uy — [yt et dt =2 (iv) $u3 + tud + fuf =

2 .
2 u? + Lu} = 2 of the scalar equation

26.5. (i) 1ud+uf=c (i) v +u =%

26.6. (i) (0,0) unstable, (3/4,—3/16) unstable. (ii) (0,0) stable, (2,6)
unstable, (3,12) unstable. (iii) (0,0) unstable, (2,4) unstable. (iv) (0,0)
unstable, (1,0) unstable, (—1,0) unstable, (0,2/4) stable, (0, —2'/4) stable.

26.7. (i) Stable focus. (ii) Unstable node. (iii) Saddle point. (iv) Saddle
point. (v) Unstable node. (vi) Center. (vii) Stable focus. (viii) Unstable
focus.
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26.8. (i) (4,2) saddle point, (—2, —1) saddle point. (ii) (0,2) saddle point,
(1,0) stable focus. (iii) (0, —2) unstable node, (2,2) saddle point, (—1,—1)
saddle point. (iv) (0,0) saddle point, (0,8) unstable node, (7,1) saddle
point, (3, —1) stable node.

26.9. p > 0: p < 2 unstable focus, p = 2 unstable node, p > 2 unstable
node. p < 0: —2 < pstable focus, u = —2 stable node, y < —2 stable node.

26.10. Verify directly.

26.11. (i) Unstable node. (ii) Stable node. (iii) Saddle point. (iv) Sta-
ble node. (v) Unstable node. (vi) Stable focus. (vii) Unstable focus.
(viii) Stable center.



Lecture 27

Limit Cycles and
Periodic Solutions

We begin this lecture with the following well-known example.

Example 27.1. Consider the nonlinear differential system

’U,/l = 7’11,24”11,1(1*11% *U%) (27 1)
uhy = up +uz(l —ud —ud). '

Since the term u? + u3 appears in both the equations, we introduce polar
coordinates (r, 6), where u; = rcosf, us = rsiné to obtain

d , dr duy dusg
— = 2r— = 2u;— + 2us——
dmr Td:zc “ dx + dx
= 2(uf +ud) - 2(uf + u3)?
= 2r2(1—1?)
and hence p
é = r(1—17?).
Similarly, we find
d’LL2 du1
dao d g U 1 Mg T uf + uj
— = — tan e — — D) = ) ) = 1.
dx dx Uy ui 14 (ug/up) ut + ujs
Thus, the system (27.1) is equivalent to the differential system
d
d—r = r(1—17?)
dg (27.2)
= -1
dx ’
which can be solved easily to obtain the general solution
() =
r(z) =
[rg + (L —rg)e=2]1/2
() = x+0o,
R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 196
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where 79 = r(0) and 6y = 0(0). Hence, the general solution of (27.1) ap-
pears as

B e T LB
uz(z) = 10 sin(x + 6o).

3+ (1= e 7
Obviously, (27.3) defines the trajectories of (27.1) in the ujus-plane. Ex-
amining these trajectories, we note the following:

(i) If ro = 1, the trajectory defined by (27.3) is the unit circle

ui(z) = cos(x+0)

us(xr) = sin(z + ) (27.4)

described in the anticlockwise direction. This solution is periodic of period
2.

(ii) If rg # 1, the trajectories defined by (27.3) are not closed (and hence
from Problem 26.3 are not the periodic solutions) but rather have a spiral
behavior. If ry < 1, the trajectories are spirals lying inside the circle (27.4).
As x — 400, they approach this circle, while as * — —oo, they approach
the only critical point (0,0) of (27.1). If ro > 1, the trajectories are spirals
lying outside the circle (27.4). These outer trajectories also approach this
circle as x — +o00; while as

1 1
r — 21n<1_7%>7

both w1 and us become infinite. This situation is depicted in Figure 27.1.

U2

AN
-/

Figure 27.1

The differential system (27.1) shows that the trajectories of a nonlinear
system of DEs may spiral into a simple closed curve. This, of course, is not
possible for linear systems. This leads to the following important definition,
which is due to Poincaré.
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Definition 27.1. A closed trajectory of the differential system (25.1)
which is approached spirally from either the inside or the outside by a
nonclosed trajectory of (25.1) either as x — 400 or as © — —oo is called a
limit cycle of (25.1).

The following result provides sufficient conditions for the existence of
limit cycles of the differential system (25.1).

Theorem 27.1 (Poincaré-Bendixson Theorem). Suppose
that a solution u(z) = (ui(z),uz(x)) of the differential system (25.1) re-
mains in a bounded region of the wujus-plane which contains no critical
points of (25.1). Then its trajectory must spiral into a simple closed curve,
which itself is the trajectory of a periodic solution of (25.1).

While the proof of this celebrated theorem is not given here, we give an
example illustrating the importance of this result.

Example 27.2. Consider the DE
V' + Q2P+ -y +y =0, (27.5)
which is equivalent to the system

up = ug

27.6
uhy = —up+ (1 —2u? — 3ud)us. (27.6)

For any given solution u(x) = (u1(x), uz(z)) of (27.6) we note that

L) @) = 2l () + 2us(a)u(o)
= 201 - 203(x) - Bu3(e))u ).

Since (1 — 2u?} — 3u3) is positive for u? + u3 < 1/3, and negative for u? +
u3 > 1/2, the function u?(z) + u3(z) is increasing when u? + u3 < 1/3
and decreasing when u? + u3 > 1/2. Thus, if u(x) starts in the annulus
1/3 < u% —&—u% < 1/2 at = xp, it will remain in this annulus for all z > x.
Further, since this annulus does not contain any critical point of (27.6), the
Poincaré-Bendixson theorem implies that the trajectory of this solution
must spiral into a simple closed curve, which itself is a nontrivial periodic

solution of (27.6).

The next result provides sufficient conditions for the nonexistence of
closed trajectories, and hence, in particular, limit cycles of the differential
system (25.1).

Theorem 27.2 (Bendixson’s Theorem). If

dg1(u1,uz) n 092 (u1,u2)
6161 8u2
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has the same sign throughout the domain D, then the differential system
(25.1) has no closed trajectory in D.

Proof. Let S be a region in D which is bounded by a closed curve C.
The Green’s theorem states that

0g1(uy,u 5‘ UL, U
/[gl(ul,uQ)duQ g2 (u1, ug)du,] // gu(ur, us) 92 (1, u2) duidus.
ouq Oug
(27.7)

Let u(z) = (u1(x), uz(z)) be a solution of (25.1) whose trajectory is a closed
curve C' in D, and let w denote the period of this solution. Then it follows
that

/ [91(u1, uz)dug — g2(u1, uz)du,]
C

— /Ow [91(u1(w),u2(x))cm;f)—gg(ul(x),uQ(x)) = }dx —

Thus, from (27.7) we have

// Og1 (u1,u2) +892(u1,u2) duyduy = 0.
8’&1 6’&2

But this double integral can be zero only if its integrand changes sign. This
contradiction completes the proof. |

Example 27.3. Consider the nonlinear differential system

wy = up(u?+ud —2u; —3) —us (278)
uh = ug(u?+ud —2u; —3) + us. '

Since for this system

991 |, Ogo 2 2 3\’ 2 33
— 4+ == =1 qus; —6u; —6 = 4 - = - —
oy + Dy uj + 4us U1l Ul 1 + uj 6

we find that
991 092
- Jr ==
6U1 8’[1,2
in the disc D of radius 1.436 centered at (3/4,0). Thus, the Bendixson’s

theorem implies that the system (27.8) has no closed trajectory in this
disc D.

<0

Finally, in this lecture we shall state the following theorem.

Theorem 27.3 (Liénard—Levinson—Smith Theorem).
Consider the DE

v+ fw)y' +9y) =0, (27.9)
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where we assume the following:

(i)  f is even and continuous for all y.

(ii) There exists a number yo > 0 such that

Fly) = / " pnde < 0

for 0 < y < yo, and F(y) > 0 and monotonically increasing for y > yo, also
F(y) — oo as y — 0.

(iii) g is odd, has a continuous derivative for all y, and is such that g(y) > 0
for y > 0,

(iv) G(y) = /Oyg(t)dt — 00 as y — 00.

Then the DE (27.9) possesses an essentially unique nontrivial periodic so-
lution.

By “essentially unique” in the above result we mean that if y = y(z)
is a nontrivial periodic solution of (27.9), then all other nontrivial periodic
solutions of (27.9) are of the form y = y(ax — 1) where 7 is a real num-
ber. This, of course, implies that the equivalent system u} = g, u) =
—f(u1)uz — g(u1) has a unique closed trajectory in the ujus-plane.

Example 27.4. In Van der Pol’s equation (26.12), f(y) = u(y?> — 1)
and g(y) = y. Thus, it is easy to check the following:

(i)  f(-y) = u(y* — 1) = f(y), the function f is even and continuous for
all y.

(i) F(y) = uy?/3 —y) <0 for 0 <y < /3, F(y) > 0 and monotonically
increasing for y > /3, also F(y) — 0o as y — oo.

(iil) g(—y) = —y = —g(y), the function g is odd; dg/dy = 1, and the
derivative of g is continuous for all y; g(y) > 0 for y > 0.

(iv) G(y) =9%*/2 — o0 as y — oo.

Hence, all the conditions of Theorem 27.3 for the DE (26.12) are satisfied.
In conclusion we find that the DE (26.12) possesses an essentially unique
nontrivial periodic solution. In other words, the equivalent system uj =
ug, uh = p(1—u?)uy —u; has a unique closed trajectory in the ujus-plane.
For p = 0.1, 1, and 10, these trajectories are illustrated in Figure 27.2.
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U2

u2 U2
u1 i U1 ui
pn=0.1 n=1.0 pw=10.0
Figure 27.2
Problems

27.1. Show that the differential system

-
up = uQ+u1—fi)
r

uy = —U1+U27f§ﬂ),

where 72 = u$ + u3, has limit cycles corresponding to the zeros of f(r).

27.2. Find all limit cycles of each of the following differential systems:

uh = ug 4+ uy (U3 + ud) V2 (U 4 ud — 3)
uhy = —uy 4 up(ud +ud)V?(ud +uj — 3).
uy (ui +u3 —2)
08+
ug(uf + uj — 2)
(uf +uj)!/?

(i)

/
u; = —uz +

(i)
ub = up +
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(iid) Uy = U2
iii
u/2 = —uj + UQ(l — u% — U2).
u) = —us

(iv)

uhy = uy +ug(uf +u3 —1).

) u) = up +uy(ui +uj — 1)(uf 4+ u3 —2)
!

uh = —uy + ug(u? +u2 — 1) (u? +ud — 2).

uy = —ug — up(uf +u3 —9)?

(vi)

uhy = uy — ug(uf +u3 — 9)>2.

27.3. Use the Poincaré—Bendixson theorem to prove the existence of a
nontrivial periodic solution of each of the following differential systems:

up (ud +ud —1)
o (uf - ud)'

u(uf + uj — 1)
ERCETIG

u) = ugy
uh = 2uy — 2ug — up (u? + u3 !

uh = 2uy + 2us — ug(ud + ul).

(i) (ii)

uh = —ug

27.4. Show that the following nonlinear differential systems do not
have nontrivial periodic solutions in the given domains:

uy = uy + Tu3 + 2u3

uh = —uy + 3ug +ugu?, D= R?
I 2 3

U] = U — ULUG + uy

(i)

(i)

uh = 3ug —ugud +ud, D= {(uy,uz):ud+ud <4},

27.5. Show that the following DEs do not have nontrivial periodic
solutions:
O v +y+2° +y=0
(i) "+ (2y* +3y")y — (y +5y°) = 0.

27.6. Use the Liénard—Levinson—-Smith theorem to prove the existence
of an essentially nontrivial periodic solution of each of the following DEs:

i) ¥+ -1y +y=0.
(i) v+ (5y* —6y?)y’ +y> =0.

Answers or Hints

27.1. Let ro < r1 < --- be the zeros of f(r). Transforming the given

differential system into polar coordinates (r, 6), we obtain 4= = f(r), g—z =

—1. Thus, if f(r) > 0 for 0 < r < rg, then &£ > 0if 0 < r < ro, i.e,,
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as x increases r increases, and the path curves spiral outward as long as
they lie within the circle r = ro. However, if f(r) < 0 for 0 < r < rg, then
j—; < 0if 0 <7 < rg, i.e., as x increases r decreases, and the path curves
tend to the critical point (0,0). Now if f(r) < 0 for v < r < 71, then
g—; <0if rg < r <7y, i.e., as x increases r decreases, and the path curves
spiral inward as long as they lie within the annulus rg < r < r;. However,
if f(r) >0 for ro < r < ry then % > 0if rg <7 <7y, i.e., as x increases r
increases, and the path curves spiral outward as long as they lie within the
annulus. The points 7o, r3,... can be treated similarly.

(27.)2. i)r=+3 ({i)r=v2 (ii)r=1 (iv)r=1 (v)r=1, V2.
vi) r = 3.

27.3. Use Theorem 27.1.
27.4. Use Theorem 27.2.
27.5. Use Theorem 27.2.
27.6. Use Theorem 27.3.



Lecture 28

Lyapunov’s Direct Method
for Autonomous Systems

It is well known that a mechanical system is stable if its total energy,
which is the sum of potential energy and the kinetic energy, continuously
decreases. These two energies are always positive quantities and are zero
when the system is completely at rest. Lyapunov’s direct method uses a
generalized energy function to study the stability of the solutions of the
differential systems. This function is called Lyapunov function and is, gen-
erally, denoted by V. The main advantage of this approach is that the
stability can be discussed without any prior knowledge of the solutions.
In this lecture we shall study this fruitful technique for the autonomous
differential system

u = g(u), (28.1)

where the function g = (g1, ..., gn) and its partial derivatives dg;/0u;, 1 <
1,j < n, are assumed to be continuous in an open set 2 C IR" containing
the origin. Thus, for all u® € Q the initial value problem (28.1), (15.3) has
a unique solution in some interval containing xy. Further, we shall assume
that g(0) = 0 and g(u) # 0 for u # 0 in some neighborhood of the origin so
that (28.1) admits the trivial solution, and the origin is an isolated critical
point of the differential system (28.1).

Let V(u) be a scalar continuous function defined in €, i.e., V € C[Q, R]
and V' (0) = 0. For this function we need the following.

Definition 28.1. V(u) is said to be positive definite in Q if and only
if V(u) >0 for u+#0, u € Q.

Definition 28.2. V(u) is said to be positive semidefinite in Q if V (u) >
0 (with equality only at certain points) for all u € Q.

Definition 28.3. V(u) is said to be negative definite (negative semidef-
inite) in Q if and only if —V(u) is positive definite (positive semidefinite)
in Q.

In this and the next lecture, for the sake of easy geometric interpretation,
instead of the absolute norm we shall use the Euclidean norm || - ||2, and
the subscript 2 will be dropped.

Definition 28.4. A function ¢(r) is said to belong to the class K if

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 204
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and only if ¢ € C[[0, p), R*], ¢(0) = 0, and ¢(r) is strictly monotonically
increasing in r.

Since V' (u) is continuous, for sufficiently small r, 0 < ¢ < r < d we have

Viu) < max V(v), V(u) > min V(v 28.2
(w) < vl <r @) () r<|lv]|<d (®) (28.2)
on the hypersphere ||u|| = 7. In (28.2) the right sides are monotonic func-

tions of r and can be estimated in terms of functions belonging to the class
K. Thus, there exist two functions a,b € K such that

a([[ul) < V(w) < b([ful)- (28.3)

The left side of (28.3) provides an alternative definition for the positive
definiteness of V(u) as follows.

Definition 28.5. The function V(u) is said to be positive definite in
Q2 if and only if V(0) = 0 and there exists a function a(r) € K such that
a(r) <V(w), |ul| =7, ueq.

Example 28.1. The function V§U1,u2) = cu? + cou3, where ¢; >
0, co > 0 is positive definite in 2 = IR”.

Example 28.2. The function V (u1,uz,uz) = c1uf + cou3, where ¢; >
0, co > 01is positive semidefinite in €2 = R? since it vanishes on the us-axis.

Example 28.3. The function V(uy,uz,u3) = ciu? + (caus + c3uz)?,
where ¢; > 0 is positive semidefinite in 2 = IR® because it vanishes not
only at the origin but also on the line cous + czus =0, up = 0.

Example 28.4. The function V(ui,us) = u? + u3 — (uf + u3) is
positive definite in the interior of the unit circle because V (uq,uz) > |Jul|? —
lull®, Jlull < 1.

Let S, be the set {u € R" : |jul| < p}, and u(z) = u(x,zp,u’) be
any solution of (28.1), (15.3) such that ||u(z)| < p for all z > x¢. Since
(28.1) is autonomous we can always assume that xg = 0. If the function
V € CW[S,, R, then the chain rule can be used to obtain

dvi(u) ., _0V(u) duy OV (u) duy,
de Vifw) = ouy; dx ou, dr
" V() (28.4)

= Y5 e = gradVw- gl).

Thus, the derivative of V' (u) with respect to x along the solution wu(x)
of (28.1) is known, although we do not have the explicit solution.
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Now we shall provide three theorems regarding the stability, asymptotic
stability, and unstability of the trivial solution of the differential system
(28.1).

Theorem 28.1. If there exists a positive definite scalar function V (u) €
CW[S,, RT] (called a Lyapunov function) such that V*(u) < 0 in S,, then
the trivial solution of the differential system (28.1) is stable.

Proof. Since V(u) is positive definite, there exists a function a € K
such that a(||ul]) < V(u) for all u € S,. Let 0 < € < p be given. Since
V(u) is continuous and V(0) = 0, we can find a § = d(¢) > 0 such that
|u®|| < & implies that V(u®) < a(e). If the trivial solution of (28.1) is
unstable, then there exists a solution u(x) = u(z,0,u’) of (28.1) such that
|ul]| < & satisfying ||u(x1)|| = € for some z; > 0. However, since V*(u) < 0
in S,, we have V(u(z1)) < V(u®), and hence

a(e) = a(fu(z1)]) < V(u(z1)) < V(®) < ale),

which is not true. Thus, if ||[u®]| < & then |Ju(z)|| < € for all x > 0. This
implies that the trivial solution of (28.1) is stable. |

Theorem 28.2. If there exists a positive definite scalar function V (u) €
CW[S,,RT] such that V*(u) is negative definite in S,, then the trivial
solution of the differential system (28.1) is asymptotically stable.

Proof. Since all the conditions of Theorem 28.1 are satisfied, the trivial
solution of (28.1) is stable. Therefore, given 0 < € < p, suppose that there
exist > 0, A > 0 and a solution u(z) = u(x,0,u°) of (28.1) such that
A< Ju@)| <6 x>0, |0 < 4 (28.5)
Since V*(u) is negative definite, there exists a function a € K such that

Viu(@)) < = a([lu(@)]]).

Furthermore, since ||u(z)|| > A > 0 for = > 0, there exists a constant d > 0
such that a(||u(z)||) > d for x > 0. Hence, we have

Vi(u(z)) < —d < 0, x>0.

This implies that
Viu) = V(u0)+/0x Vi (u(t)dt < V() - zd

and for sufficiently large = the right side will become negative, which contra-
dicts V(u) being positive definite. Hence, no such A exists for which (28.5)
holds. Further, since V(u(x)) is positive and a decreasing function of z, it
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follows that lim,_,o V(u(x)) = 0. Therefore, lim,_. |Ju(x)|| = 0, and this
implies that the trivial solution of (28.1) is asymptotically stable. |

Theorem 28.3. If there exists a scalar function V(u) € CM[S,, R],
V(0) = 0 such that V*(u) is positive definite in S, and if in every neigh-
borhood N of the origin, N C S,, there is a point u’ where V(u’) > 0,
then the trivial solution of the differential system (28.1) is unstable.

Proof. Let r > 0 be sufficiently small so that the hypersphere
Sp = {fueR":|ul| <r} C S,

Let M = max,|<, V(u), where M is finite since V' is continuous. Let
r1 be such that 0 < r; < r; then by the hypotheses there exists a point
u® € R™ such that 0 < [[u°]] < r; and V(u") > 0. Along the solution
uw(x) = u(x,0,u’), >0, V*(u) is positive, and therefore V (u(z)), z >0
is an increasing function and V(u(0)) = V(u") > 0. This implies that this
solution u(z) cannot approach the origin. Thus, it follows that

;IZI% V*(u(z)) = m > 0,
and therefore, V(u(z)) > V(u®) + mx for > 0. But the right side of
this inequality can be made greater than M for x sufficiently large, which

implies that u(z) must leave the hypersphere S,.. Thus, the trivial solution
of (28.1) is unstable. |

Example 28.5. For the differential system

uy = us +u(r? —ud —ud) (28.6)
’U/Q = —u +’U,2(7"2 —U% —’U/%) '

we consider the positive definite function V (ui,us) = u} + u3 in Q = R
A simple computation gives

V(ur,uz) = = 2(ui +u3)(ui +u3 —r?).

Obviously, V*(u) is negative definite when r = 0, and hence the trivial
solution of (28.6) is asymptotically stable. On the other hand, when r #
0, V*(u) is positive definite in the region u?+u3 < r2. Therefore, the trivial
solution of (28.6) is unstable.

Example 28.6. For the differential system

uy = —ujus

28.7
uhy = wugui (28.7)

we choose the positive definite function V(uy,ug) = uf 4+ us in Q = R2
For this function we find V*(u1,u3) = 0 and hence the trivial solution of
(28.7) is stable.
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Example 28.7. Consider the differential system (17.3) with a;;(z) =
—aj;(x), i # j and a;(xz) < 0 for all x > 0, and 4, j = 1,2,...,n. Let
V(u) = u? + -+ u2, which is obviously positive definite in Q = IR", and

Viw) = 2> w@uje) = 23 uiz) | ai(@)u;(x)
i=1 i=1 j=1

= 222(1”(:6)“1(33)“3(58) = 2Zazz(x)uz2(x)7

i=1 j=1

i.e., V*(u) is negative semidefinite. Therefore, the trivial solution of (17.3)
is stable. If a;;(x) < 0 for all > 0, then V*(u) is negative definite and the
trivial solution of (17.3) is asymptotically stable.

Example 28.8. Consider the Liénard equation (27.9), where the func-
tions f(y) and g(y) are continuously differentiable for all y € R, ¢g(0) =0
and yg(y) > 0 for all y # 0, and for some positive constant k, yF'(y) > 0
for y 20, —k <y <k, where

y
o) = [ s
0
Equation (27.9) is equivalent to the system

up = us— F(uy)

—g(u2). (25:5)

!
Ug

A suitable Lyapunov function for the differential system (28.8) is the total
energy function V(uy,us) = (1/2)u3 + G(u1), where

G(u) = /Ou1 g(t)dt.

Obviously, V (uy,us) is positive definite in Q = IR? Further, it is easy
to find V*(u) = —g(u1)F (u1). Thus, from our hypotheses it follows that
V*(u) < 0 in the strip {(ug,us) € R* : —k < uy <k, —o00 < ug < 00}.
Therefore, the trivial solution of (28.8) is stable.

Problems

28.1. Show that the function V(ui,us) = ciu? + coujus + c3u in
Q = R? is positive definite if and only if ¢; > 0 and €3 —4ciez3 < 0, and is
negative definite if and only if ¢; < 0 and ¢3 — 4cie3 < 0.
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28.2. For each of the following systems construct a Lyapunov function
of the form cju? + cou? to determine whether the trivial solution is stable,
asymptotically stable, or unstable:

. U = —ug +e%lug . uy = —u + udug
O T
uh = —e"uy — ug. uh = —ui — uiug.
(i) uh = 2ug — up (1 + 4u3) (iv) u) = 2ug — 2ug sinuy
iii iv
uh = (1/2)uy — ug + udus. uh = —uy — dug + ug sinuy.
uh = —uy + 2uf + 3 LUl = —u —ug —
~v) i), 3
o0 = —U2 + UUs3. Uy = U — Uy — US.
LU = 2w+ uf Uy = uf -
(vii) 5 | s (viii) 3
Uy = —uy + us. Uy = UL + U5.

28.3. Consider the system

) = us — uy f(ur, uz)

uy = —uq — ua f(u, uz),

where f(u1,us) has a convergent power series expansion in 2 C R? con-
taining the origin, and f(0,0) = 0. Show that the trivial solution of the
above system is

(i) stable if f(uy,us) > 0 in some region around the origin;

(ii) asymptotically stable if f(u1,us2) is positive definite in some region
around the origin;

(iii) unstable if in every region around the origin there are points (u1, us)
such that f(uq,u2) <O0.

28.4. Use Problem 28.3 to determine whether the trivial solution is
stable, asymptotically stable or unstable for each of the following systems:

g e s
i
uly = —uy — up (e sin® uy).
ol = ug — uy (uf + u§ 4 2udud sin® uy)
(i) Ul = —us — 4406 4 90202 sin?
b= —uy —ug(ui + u§ + 2ujus sin® uy).

uh = ug — uy (ud sin® uy)

uh = —uy — ug(ud sin® uy).

(iii)

28.5. Consider the equation of undamped simple pendulum y" +w?siny
=0, —7/2 <y < 7/2. Prove by means of an appropriate Lyapunov
function that its trivial solution is stable.

28.6. Prove by means of an appropriate Lyapunov function that the
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trivial solution of the Van der Pol equation (26.12) is asymptotically stable
when p < 0.

Answers or Hints
28.1. Completing the squares, we have
2
V(ug,uz) = ¢ [(ul + Q%UQ) + é (4clc3 - c%) ul| .

28.2. (i) Asymptotically stable. (ii) Stable. (iii) Stable. (iv) Stable.
(v) Asymptotically stable. (vi) Asymptotically stable. (vii) Unstable.
(viii) Unstable.

28.3. Let V(uy,u2) = u? 4+ u3, then V*(uy,uz) = —2f(u1,u)(u? + u3).
28.4. (i) Stable. (ii) Asymptotically stable. (iii) Unstable.

28.5. Write the equation in system form and then use Lyapunov’s function
V(u1,uz) = g(ur) + gud, where g(uy) = [ w?sintdt.

28.6. Use V(uy,u2) = u? + u3.



Lecture 29

Lyapunov’s Direct Method
for Nonautonomous Systems

In this lecture we shall extend the method of Lyapunov functions to
study the stability properties of the solutions of the differential system
(15.1). For this, we shall assume that the function g(x, u) is continuous for
all (z,u) € [zg,00) % S,, ©g > 0 and smooth enough so that the initial value
problem (15.4) has a unique solution in [zg, o) for all u® € S,. Further, we
shall assume that g(x,0) = 0 so that the differential system (15.1) admits
the trivial solution. It is clear that a Lyapunov function for the system
(15.1) must depend on x and u both, i.e., V = V(x,u).

Definition 29.1. A real-valued function V(z,u) defined in [z, 00) xS,
is said to be positive definite if and only if V( ,0) =0, = > x, and there
exists a function a(r) € K such that a(r) < V(z,u), ||u| = r, (z,u) €
[0, 00) x S,. It is negative definite if V (x, u) —a(r).

Definition 29.2. A real-valued function V(z, u) defined in [z, 00) X S,
is said to be decrescent if and only if V(z,0) =0, = > z( and there exists
an h, 0 < h < p and a function b(r) € K such that V(z,u) < b(||ul|) for
lu]l < h and © > xo.

Example 29.1. The function
V(z,ur,up) = (1+sin®z)u? + (14 cos® 2)u3
is positive definite in [0,00) x IR? since V(z,0,0) = 0 and a(r) = 72 € K
satisfies the inequality a(r) < V(x,u1,ug). This function is also decrescent
since b(r) = 2r? € K satisfies V(z,u1, us) < b(r).
Example 29.2. The function
V(e u,uz) = ui + (1+2%)u3

is positive definite in [0, 00) x IR? but not decrescent since it can be arbi-
trarily large for sufficiently small ||u]|.

Example 29.3. The function

1
Viz,u,ug) = w2+ ———u?
(7 1, 2) 1 (1+$2) 2
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is decrescent. However, since

1
Vi(x,0,u2) = mug — 0 as z — oo,

we cannot find a suitable function a(r) € K such that V (z,uy,us) > a(||u|),
i.e., it is not positive definite.

Now we shall assume that V(z,u) € C™|[[xg,00) x S,,R] so that the
chain rule can be used, to obtain

Ou; dz

dV (z,u)
dz

oV
= V*(x,u) = %"1'

i=1

Our interest is in the derivative of V(x,u) along a solution u(x) =
u(x, rg,u’) of the differential system (15.1). Indeed, we have

AV =V
T

. _ _
14 (x7u) - O %gl(xau) - ox +gradV(Jc,u) g(m,u)

The following two theorems regarding the stability and asymptotic sta-
bility of the trivial solution of the differential system (15.1) are parallel to
the results in the autonomous case.

Theorem 29.1. If there exists a positive definite scalar function
V(z,u) € CWV[[zg,00) x S,, RT] (called a Lyapunov function) such that
V*(z,u) < 0 in [xg,00) X S,, then the trivial solution of the differential
system (15.1) is stable.

Theorem 29.2. If there exists a positive definite and decrescent scalar
function V(z,u) € CM[[zg,00) x S,,RT] such that V*(x,u) is negative
definite in [z, 00) X S, then the trivial solution of the differential system
(15.1) is asymptotically stable.

Example 29.4. Consider the DE y” + p(x)y = 0, where p(z) > & > 0
and p'(z) <0 for all € [0,00). This is equivalent to the system
up = ug

@ = —pla)us. (29.1)

For the differential system (29.1) we consider the scalar function
V(z,u1,us) = p(x)u?+u3, which is positive definite in [0, c0) x IR?. Further,
since

V*(x,u) = p(x)ud 4+ 2p(x)urus + 2uz(—p(x)uy) = p'(z)ui <0

in [0, 00) x R?, the trivial solution of (29.1) is stable.
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Example 29.5. Consider the system

up = —ap(x)ur — are(x)usg

(29.2)
uhy = a9 (x)u; — age(x)us,

where as1(z) = a12(z), and a11(z) > § > 0, agsa(z) > d > 0 for all © €
[0,00). For the differential system (29.2) we consider the scalar function
V(x,u1,uz) = u? + u3 which is obviously positive definite and decrescent
in [0,00) x R?. Further, since

V*(z,u) = 2ui(—ai(@)ug — ara(z)uz) + 2uz(az: (x)ur — aza(z)uz)

= —2a1;(2)u? — 2a0(x)ud < —26(u? +u3)

in [0,00) x R?, the trivial solution of (29.2) is asymptotically stable.

We shall now formulate a result which provides sufficient conditions for
the trivial solution of the differential system (15.1) to be unstable.

Theorem 29.3. If there exists a scalar function V (z,u) € C™M[zq, c0)
xS,, R] such that

(i) |V(xz,uw)| <b(JJul|) for all (z,u) € [xg,00) X S,, where b € K;

(ii) for every § > 0 there exists an u® with ||u®| < d such that V (xq,u%) <
0;

(ili) V*(x,u) < —a(||ul]) for (z,u) € [zg,00) x S,, where a € K,

then the trivial solution of the differential system (15.1) is unstable.

Proof. Let the trivial solution of (15.1) be stable. Then for every e > 0
such that € < p, there exists a § = §(e) > 0 such that ||u°|| < § implies that
lu(z)]| = |Ju(z, o, u’)|| < € for all z > xq. Let u® be such that ||[u’|| < &
and V(zg,u") < 0. Since |[u°|| < d, we have ||u(x)| < e. Hence, condition

(i) gives
[V(z,u(z))| < b(|lu(x)|]) < ble) forall x> xo. (29.3)

Now from condition (iii), it follows that V(z,u(z)) is a decreasing function,
and therefore for every x > xo, we have V(z,u(z)) < V(xg,u") < 0. This
implies that |V (z,u(z))| > |V (20, u’)|. Hence, from condition (i) we get
[u(@)]] = b= (|V (20, u)])-

From condition (iii) again, we have V*(z,u(z)) < —a(||u(z)|), and

hence on integrating this inequality between zg and x, we obtain

x

Viz,u(z)) < V(xo,uo)*/ a([lut)])dt.

Zo
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However, since [|u(z)| > b='(|V(zo,u)]), it is clear that a(||lu(z)]) >
a(b=1(|V(x0,u®)|)). Thus, we have

V(z,u(z)) < V(wo,u”) = (z = z0)ad™ (|V (2o, u’)])).

But this shows that lim, . V(z,u(z)) = —oo, which contradicts (29.3).
Hence, the trivial solution of (15.1) is unstable. |

Example 29.6. Consider the system

up = an(@)ug — arz(x)us (20.4)

uy = a1 (x)ur + aga(w)us,
where as1(x) = a12(z), and aj1(z) > § > 0, aze(x) > § > 0 for all z €
[0,00). For the differential system (29.4) we consider the scalar function
V(z,uy,ug) = —(u? + u3), and note that for all (z,u) € [0,00) x R?,
‘V(xau17u2)| < (U%—F’U,%) =r’= b(’l") for (’LI,17U2) 7é (an)a V(x7u17u2) <0,
and V*(x,uy,uz) = —2(a11(2)u? + aga(x)ul) < —26(u? + ui) = —26r? =
—a(r). Thus, the conditions of Theorem 29.3 are satisfied and the trivial
solution of (29.4) is unstable.

Our final result in this lecture gives sufficient conditions for the trivial
solution of the differential system (15.1) to be uniformly stable.

Theorem 29.4. If there exists a positive definite and decrescent
scalar function V(z,u) € CW[[zg,00) x S,,RT] such that V*(z,u) < 0
in [zg,00) x S,, then the trivial solution of the differential system (15.1) is
uniformly stable.

Proof. Since V(x,u) is positive definite and decrescent, there exist
functions a, b € K such that

a(lul) < V(z,u) < b(||ul) (29.5)

for all (z,u) € [xg,00) x S,. For each €, 0 < € < p, we choose a § = §(€) > 0
such that b(6) < a(e). We now claim that the trivial solution of (15.1) is
uniformly stable, i.e., if 21 > z¢ and |Ju(z1)]| < §, then |Ju(z)|| < € for all
x > x1. Suppose this is not true. Then there exists some x5 > x1 such that
x1 > o and |Ju(xy)|| < ¢ imply that

[u(z2)]| = e (29.6)

Integrating V*(z, u(x)) < 0 from x; to x, we get V(z, u(z)) < V(x1,u(z1)),
and hence for x = x5, we have

a(e) = a([lu(z2)l)) V(zg,u(z2)) < V(w1,u(x1))

b([[u(z)ll) < b(6) < ale).
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This contradicts relation (29.6), and therefore no such zs exists. Hence,
the trivial solution of (15.1) is uniformly stable. |

Corollary 29.5. If there exists a scalar function V (z,u) € C[[zg, 00) x
S,,R™] such that the inequality (29.5) holds, and V (x, u(z)) is nonincreas-
ing in z for every solution u(x) of (15.1) with ||u(z)|| < p, then the trivial
solution of (15.1) is uniformly stable.

Example 29.7. For the differential system (29.2) once again we con-
sider the scalar function V(z,u) = u? + u3 and note that the inequality
(29.5) with a(r) = b(r) = r? is satisfied. Further, since V*(z,u(z)) < 0 for
all solutions of (29.2), the trivial solution of (29.2) is uniformly stable.

To conclude, we remark that the main drawback of Lyapunov’s direct
method is that there is no sufficiently general constructive method for find-
ing the function V(z,u). Nevertheless, for a series of important classes of
differential systems such a construction is possible.

Problems

29.1. Show the following:

i) (u? +u3)cos?z is decrescent.
ii) u? + e®u3 is positive definite but not decrescent.
iii) w? 4+ e "3 is decrescent.

iv) (1 +cos?z + e~2%)(uf + u3) is positive definite and decrescent.
29.2. For the DE
y' = (sinlnz + coslnz — 1.25)y, (29.7)
consider the function
V(z,y) = y*exp(2(1.25 — sinlnz)z).
Show the following:

(i)  V(x,y) is positive definite but not decrescent.
(ii) The trivial solution of (29.7) is stable.

29.3. Show that the trivial solution of the differential system

up = p(a)uz + q(z)u(uf + uj)
uy = —p(@)ur + g(@)uz(uf + ud),

where p, ¢ € C[0,00) is stable if g(x) < 0, asymptotically stable if g(x) <
0 < 0, and unstable if g(z) > § > 0.
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29.4. If there exists a positive definite scalar function V(x,u) €
CM[[zg,00) x S,,RT] such that V*(z,u) < —a(V(z,u)), where a € K in
[0, 00) x S,, then show that the trivial solution of the differential system
(15.1) is asymptotically stable.

29.5. For the DE
Yy = (vsinx —2x)y, (29.8)

consider the function
Viz,y) = y2 exp (/ (2t — tSint)dt) .
0

Show the following:

(i)  V(x,y) is positive definite but not decrescent.
(ii) V*(x,y) < =AV(x,y) for all z > A > 0.
(iii) The trivial solution of (29.8) is asymptotically stable.

Answers or Hints

29.1. Verify directly.
29.2. Verify directly.
29.3. Use functions V(z,uy, up) = u? +u2 and V (2, u1,us) = —(u? +u2).

29.4. The stability of the trivial solution of (15.1) follows from Theorem
29.1. Hence, given € > 0 (0 < € < p) there exists a § = d(e) > 0 such that
lu®|| < & implies that |lu(z,zo,u’)|| < € for all z > zg. Since V*(x,u) <
—a(V(z,u)) along the trajectory through (zg,u°), we have for all x >
V(z,u
o u>0) B < —(z— x0).
Thus, as * — oo, the integral tends to —oo. But this is possible only if
V(x,u) — 0 as x — oo. Now use the fact that V(z,u) is positive definite.

29.5. Verify directly.



Lecture 30

Higher-Order Exact
and Adjoint Equations

The concept of exactness which was discussed for the first-order DEs in
Lecture 3 can be extended to higher-order DEs. The nth-order DE (1.5)
is called ezact if the function F(z,y,y/,... ,y(")) is a derivative of some
differential expression of (n — 1)th order, say, é(z,y,%/,...,y™ D). Thus,
in particular, the second-order DE (6.1) is exact if

po(@)y" +pr(x)y +pa(@)y = (p(2)y’ +a(x)y)’, (30.1)
where the functions p(x) and ¢(x) are differentiable in J.
Expanding (30.1), we obtain
po(@)y” +p1(@)y + p2(2)y = p(@)y” + @' (2) + q(2)y' + ¢ (x)y,

and hence it is necessary that po(x) = p(z), p1(z) = p'(x) + ¢(x), and
pa(x) = ¢'(x) for all z € J. These equations in turn imply that

po(x) = pi(x) + pa(x) = 0. (30.2)
Thus, the DE (6.1) is exact if and only if condition (30.2) is satisfied.

Similarly, the second-order nonhomogeneous DE (6.6) is exact if the
expression po(x)y” + p1(z)y’ + p2(x)y is exact, and in such a case (6.6) is

[po()y" + (p1(2) = po(2))y]” = r(a). (30-3)
On integrating (30.3), we find

po@ + (o) =@y = | C (bt (30.4)

which is a first-order linear DE and can be integrated to find the general
solution of (6.6).

Example 30.1. For the DE

2y +ay —y = 2, x>0

we have pjj(x) — pi(z) +p2(z) =2—1—1 =0, and hence it is an exact DE.
Using (30.4), we get

1
22y —ary = 3335 +c,
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which is a first-order linear DE. The general solution of this DE is

1
ylx) = 1—5964 + % + cox.

If the DE (6.1) is not exact, then we may seek an integrating factor
z(x) that will make it exact. Such an integrating factor must satisfy the
condition

(Po(2)2(2))" = (p1(2)2(x))" + p2(x)2(x) = 0. (30.5)
Equation (30.5) is a second-order DE in z(z) and it can be written as
00 (2)2" + q(2)2' + @2(2)z = 0, (30.6)
where

q(x) = po(z), q(z) = 2py(x)—pi(x), qa(z) = po(z)—pi(2)+p2(z).
(30.7)

Equation (30.5), or equivalently (30.6), is in fact the adjoint equation of
(6.1). To show this, we note that the DE (6.1) is equivalent to the system

] = e ohe) e | [ ]

and its adjoint system is

[] - [—1/20(13) ) oo it H]

which is the same as
vy = pa(z)vs (30.8)

po(z)vy = —vi— (po(z) — pa())ve. (30.9)
Now using (30.8) in (30.9), we obtain

/

po(@)vg +po(z)vy = — pa(x)ve — (g (2) — Py (2))v2 — (Ph(2) — pr(x))vs,
or
po(2)vg + (2pp(x) — p1(x)vh + (pg () — ph(x) + pa(x))v2 = O,
which is exactly the same as (30.6).
Obviously, relations (30.7) can be rewritten as

po(®) = qo(x), po(x) —pi(z) = qi(z) — g)(x)

0
2p2(x) — pi(z) = 2q2(x) — qi(2) (30.10)
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and hence when p;’s and ¢;’s are interchanged these equations are unaltered;
thus the relation between equations (6.1) and (30.6) is of a reciprocal nature
and each equation is the adjoint of the other.

When an equation and its adjoint are the same, it is said to be self-
adjoint. Thus, the DE (6.1) is self-adjoint if po(z) = qo(z), p1(z) =
¢1(x), pa(z) = g2(x). In such a situation, relations (30.7) give

@) = ph(). (30.11)

Thus, the self-adjoint equation takes the form

po(x)y” + po(x)y’ + p2(x)y = 0,

which is the same as

(po(2)y')" +p2(z)y = 0. (30.12)
Further, any self-adjoint equation can be written in the form (30.12).

The condition (30.11) shows that the DE (6.1) will become self-adjoint
after multiplication by a function o(z) that satisfies the relation

/

a(z)pi(z) = (o(x)po())’,

which is the same as ,
(e(@)po(x))” _ pi(2)

= . 30.13
@) pole) (019

On integrating (30.13), we easily find the function o(z) which appears as

1 /x pi(t) )

olx) = exp dt | . 30.14

@ = mmer ([ n (014
Thus, with this choice of o(z) the DE

o(@)po(z)y” + o(@)p1(x)y’ + o(2)p2(2)y = 0 (30.15)

is a self-adjoint equation.

Since (30.15) is self-adjoint its solutions are also its integrating factors.
But since (30.15) is the same as (6.1) multiplied by o(z), the solutions of
(6.1) are the solutions of (30.15). Hence the statement “the solutions of
(30.15) are the integrating factors of (30.15)” is equivalent to saying that
“o(x) times the solutions of (6.1) are the integrating factors of (6.1).” But,
since the integrating factors of (6.1) are the solutions of its adjoint equation
(30.6), i.e., z(z) = o(x)y(x) it follows that

20 _ ) = L exp (/£ pl(t)dt), (30.16)

po(z) po(t)
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where y(x) and z(z) are solutions of (6.1) and (30.6), respectively.

Since (6.1) is adjoint of (30.6) it is also clear from (30.16) that

yl@) _ 1 “au(t)
@) - a® p(/ qo<t>‘”>' (30.17)

Example 30.2. The DE

vy +2y +afxy = 0, >0
is not exact since pj — pj + p2 = a’x # 0. Its adjoint equation is
(x2)" =22/ +a*xz = x(2" +a*2) = 0,

whose general solution can be written as z(x) = ¢; cosax + cp sinax. The

function
1 2
= — —dt = .
o(x) ~ exXPp (/ ; ) x

Therefore, the general solution of the given DE is

z(x)  cpcosax e sin ax

T xT xT

Now let the linear operator

d? d
Py = po(ﬂ«“)@ +p1(l‘)% + p2(x)
and its adjoint
d> d
Qy = QO(CU)@ + %(@@ + q2(x),

so that the DEs (6.1) and (30.6), respectively, can be written as

&2 d
Paly] = po(w)deé +p1(x)£ +p2(z)y = 0 (30.18)
and
&2 d
Q7] = QO(-T)T;+Q1($>£+Q2($)Z = 0. (30.19)
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Multiplying (30.18) by z and (30.19) by y and subtracting, we get

2Paly] — yQalz]
2(po(x)y" + p1(2)y’ + pa(2)y) — y(qo(w)2" + q1(w)2" + ga(x)2)
2(po(x)y” + p1(@)y + p2(2)y) — y((po(x)2)" — (p1(x)2) + pa(z)2)

= (po(@)2)y" = (po(2)2)"y + (p1(2)2)y’ + (p1(2)2)'y
- %[(po(x) )y" = (po(z)2)’ ]-l—%(pl(x)yz)
d

= olpo(@)(zy" = 2"y) + (p1 () = po(2))y2]-
(30.20)
Relation (30.20) is known as Lagrange’s identity. Further, the expression
in square brackets on the right side is called the bilinear concomitant of the
functions y and z.

Integrating (30.20), we find
8 B
/ (2Pa[y] — yQel2))dz = [po(z)(2y — 2"y) + (p1 (@) — pp(2))y2]

(30.21)
The relation (30.21) is called Green’s identity.

In the special case when the operator Py is self-adjoint, i.e., pj(z) =
p1(x), the Lagrange identity (30.20) reduces to

ZPaly] — yPalz] = %[po(x)(zy' —2'y)]. (30.22)

Thus, if y and z both are solutions of the DE (30.12), then (30.22) gives
po(x)W(y, z)(x) = constant. (30.23)
Further, in this case Green’s identity (30.21) becomes

B B
/ (zP2ly] — yPalzl)de = [po(@)(zy/ — 2'p)]| - (30.24)

«

Problems

30.1. Verify that the following DEs are exact and find their general
solutions:

i) y'+ay +y=0.
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(i) yy"+y*=0.

(iii) 2%y” + (1 +42)y +2y=0, = >0.

(iv) QA—-2)y' +a2y+y=0, z#1.

v) (x4 2zy)y” + 2y + 2y +4dyy =0, x> 0.
(

"

vi) sinz y” +cosz y” +sinx y +coszy=0, (0<z<m).
30.2. If py(z) = 2p;(x), p2(x) = pi(x), show that

"

po(@)y" + pr(x)y +p2(2)y = (po(2)y)
and hence find the general solution of the DE
(22 +3)y" + 4oy +2y =€ ".
30.3. Show that the DE
po(@)y™ +pr(2)y" TV + -+ pa(a)y = 0 (30.25)

is exact if and only if
po (@) =pi" (@) 4+ (=1)"palz) = 0.

30.4. Show that the Euler equation (18.17) is exact if and only if

P1 D2 Pn
a2 (=) = .
bo n+n(n71) +(= n!

30.5. Transform the following equations to their self-adjoint forms:
(i) ay"—y +a’y=0.
(i) 2%y +ay + (22— 1)y =0.
(i) 2y”"+(1—2)y +y=0.
30.6. Solve the following equations with the help of their respective
adjoint equations:
(i) ay"+Qr—1)y + (x—1)y=2a%+2r—2.
(i) 2%y” + (322 + 4a)y’ + (22% + 62 + 2)y = 0.
30.7. If z1(x) and z9(z) are linearly independent solutions of (30.6),

show that y1(z) = z1(x)/o(x) and ya(x) = 22(x)/o(x) are linearly inde-
pendent solutions of (6.1).

30.8. Show that the DE (6.19) has two solutions whose product is a
constant provided 2p; (z)p2(z) + p5(z) = 0. Hence, solve the DE

(x+1D)z*y" +xy — (x+1)% = 0.
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30.9. Show that a necessary and sufficient condition for transform-
ing (6.19) into an equation with constant coefficients by a change of the
independent variable

6 = oz) = / *pa (0] 2t

is that the function (ph(x) + 2p; (ac)pg(x))/pgﬂ(m) is a constant.

30.10. Show that if z(x) is an integrating factor of the DE (30.25); then
z(x) satisfies the adjoint DE

qo(m)z(n) _ ql(x)z(nfl) + o (1) "gu(z)z = 0,

where
(@) = é—l)i("‘f“) 0 (@)
= no) - (" i@+ (M5

k=0,1,...,n.

Answers or Hints

30.1. () y" +ay +y= (¥ +ay), y=cirexp(—22/2) + coexp(—z?/2) x
[ expl2/2)at. () g/ + () = (/) 4 = s+ o (i) 2" + (14
L)y +2y = (229 + (1+20))', 4 = (c1)22) exp(1/) + (ea/2%) exp(1/2)x
ST exp(—1/0)dt. (iv) (1-a)y" ey +y = (I—a)y +(L+2)y), y = cre”(1-
22 +eret(1—2)? [ [(1—t)%)dt. (v) (w+20y)y"+20(y' V> +2y +dyy’ =
(zy(y+1))", zy(y+1) = c1x+ca. (Vl) sin zy’" +cos xy” +sin xy’ +cos xy =
(sinay” + sinxy)’, y = ¢y cosz + casinz + c3(—x cosx + sinx Insinx).

30.2. y=(c1+cow +e7 %) /(22 + 3).

30.3. ZZ:opk( YR = (00 qu( x)y("~1=k)) gives the relations py =
9, Pk =qk +qp_1, k=1,2,...,n—1, p, = q,,_1, which are equivalent to

k
o= (@) = 0.
30.4. Use Problem 30.3.

30.5. (i) o(z) = 1/22, (1/2)y" —(1/2?)y'+2y = 0. (i) o(x) = 1 /2, 2y’ +
Y +x—(1/x)]y=0. (ili) o(z) =e™*, ze %y + (1 —x)e %y + ey = 0.

30.6. (i) e %(c1 + cox?) + 1+ 2. (ii) e %(c1 + c2e7?) /2.
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30.7. If z1(x), z2(z) are linearly independent solutions of (30.6), then
yi(x) = z1(x)/o(x), y2(z) = z2(x)/o(x) are solutions of (6.1). Drive
Wy, y2)(x) = W (21, 22) (@) [0* ().

30.8. Use y(z) = ¢/y1(z) in (6.19) to get the relation py(z)y? +y'> = 0.
Differentiation of this relation and the fact that y;(z) is a solution gives
Ph(x)y? — 2p1(2)y,° = 0, craze” + coe™" .

30.9. Verify directly.

30.10. If z(x) is an integrating factor of (30.25), then it is necessary that
li
2poy™ 4+ z2p1y " - zpay = (90y Y F @y 4 4 gaay)

= qoy"™ + (g1 +g0)y "V + (g2 + )y "D+ (G @)Y + 41y,
which implies that zpo = qo, 2Pk = qx + @1, 1 <k <n—1, z2p, = gn—1
and hence

(2p0)™ — (2p1) "™ 4 (2p2) ™2 — -+ + (=1)"(2pn) = 0.



Lecture 31
Oscillatory Equations

In this lecture we shall consider the following second-order linear DE

(p(x)y") +q(z)y = 0 (31.1)

and its special case
¥ +q(x)y =0, (31.2)

where the functions p, ¢ € C(J), and p(z) > 0 for all « € J. By a solution
of (31.1) we mean a nontrivial function y € C(M(J) and py’ € CV(J). A
solution y(x) of (31.1) is said to be oscillatory if it has no last zero, i.e., if
y(z1) = 0, then there exists an xo > x1 such that y(z2) = 0. Equation (31.1)
itself is said to be oscillatory if every solution of (31.1) is oscillatory. A
solution y(z) which is not oscillatory is called nonoscillatory. For example,
the DE y” + y = 0 is oscillatory, whereas y” — y = 0 is nonoscillatory in
J =10, 00).

From the practical point of view the following result is fundamental.

Theorem 31.1 (Sturm’s Comparison Theorem). Ifa, g €
J are the consecutive zeros of a nontrivial solution y(z) of (31.2), and if
¢1(z) is continuous and ¢1(z) > ¢(x), qi(x) # ¢q(z) in [«, 5], then every
nontrivial solution z(x) of the DE

'+ q(x)z = 0 (31.3)
has a zero in («, ).

Proof. Multiplying (31.2) by z(x) and (31.3) by y(x) and subtracting,
we obtain

2(@)y" (x) — y(x)2" () + (a(x) — qu(@))y(z)z(x) = 0,

which is the same as

(2(2)y'(2) — y(2)2'(2))" + (¢(2) — @1 (2))y(x)2(x) = 0.
Since y(a) = y(B) = 0, an integration yields
B

Z(ﬂ)y’(ﬁ)—Z(a)y'(a)+/ (¢(z) — a(2))y(z)z(z)de = 0. (31.4)

[e3
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From the linearity of (31.2) we can assume that y(z) > 0 in (o, 8), then
y'(a) > 0 and y'(5) < 0. Thus, from (31.4) it follows that z(z) cannot be
of fixed sign in (a, 3), i.e., it has a zero in (a, §). |

Corollary 31.2. If g(z) > (1+¢€)/42?%, € > 0 for all z > 0, then the
DE (31.2) is oscillatory in J = (0, c0).

Proof. For e > 0, all nontrivial solutions of the DE

Sy =0 (31.5)

"
y+4

are oscillatory. Let t = e in (31.5), to obtain

d?y . dy
P2 4t 4~y = 0. 1.
72 + 7 + 0 (31.6)

Now using the substitution y = z/v/ in (31.6), we find

d*>z  1+e
— + ——2 = 0. 31.7
az et (8L.7)
Since z(t) = e*/?y(e®) the equation (31.7) is also oscillatory. Therefore,
from Theorem 31.1 between any two zeros of a solution of (31.7) there
is a zero of every solution of (31.2); i.e., DE (31.2) is oscillatory in J =
(0,00). |

Example 31.1. Obviously the DE y” = 0 is nonoscillatory. Thus, if
the function ¢(z) < 0 (£ 0) in J, Theorem 31.1 immediately implies that
each solution of the DE (31.2) cannot have more than one zero in J. Thus,
in particular, the DE 3" — 22y = 0 is nonoscillatory in J = IR.

Example 31.2. Obviously the DE y” + y = 0 is oscillatory. Thus, by
Theorem 31.1 it follows that the DE y” + (1 + x)y = 0 is also oscillatory in
J =0, 00).

Example 31.3. From Corollary 31.2 it is obvious that each solution of
the DE y” + (¢/2?)y = 0 has an infinite number of positive zeros if ¢ > 1/4,
and only a finite number of zeros if ¢ < 1/4.

Example 31.4. Using the substitution y = u/\/7 it is easy to see that

the Bessel DE

22y +ay + (@2 —ad®)y = 0 (31.8)

can be transformed into a simple DE

1 —4a?
u + (1+“)u = 0. (31.9)
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We will use Theorem 31.1 to find the behavior of zeros of the solutions u(x)
of the DE (31.9) in the interval J = (0, 00). For this, three cases are to be
discussed:

Case 1. If 0 < a < 1/2, then 1 + [(1 — 4a?)/422] > 1 and hence from
Theorem 31.1 it follows that every solution w(z) of (31.9) must vanish at
least once between any two zeros of a nontrivial solution of 2" +z = 0. Since
for a given p, sin(xz — p) is a solution of 2" + z = 0, we find that the zeros
of this solution are p, pt 7, p£2m,.... Thus, every solution u(z) of (31.9)
has at least one zero in every subinterval of the positive z-axis of length 7,
i.e., the distance between successive zeros of u(x) does not exceed .

Case 2. If a = 1/2, then the DE (31.9) reduces to u” +u = 0 and hence
the zeros of every solution u(z) of (31.9) are equally spaced by the distance
7 on the positive x-axis.

Case 3. Ifa > 1/2, then 1 + [(1 — 4a?)/42?] < 1 and comparison with
2" 4+ z = 0 implies that every solution u(z) of (31.9) has at most one zero
in any subinterval of the positive xz-axis of length 7. To prove the existence
of zeros we reason as follows: For any fixed a, (1 — 4a?)/42%? — 0 as
x — o0. Hence, there exists a zo > 0 such that 1 + [(1 — 4a?)/42%] > 1/2
whenever © > 9, and now comparison with z” + (1/2)z = 0 implies that
every solution u(z) of (31.9) has infinitely many zeros and that the distance
between successive zeros eventually becomes less than v/27.

We leave the proof of the fact that the distance between the successive
zeros of every solution of (31.9) for every a tends to m (Problem 31.4).

Next we shall extend Sturm’s comparison theorem for the DE (31.1).
For this, we need the following lemma.

Lemma 31.3 (Picone’s Identity). Let the functions y, z, py/,
p12’ be differentiable and z(z) # 0 in J. Then the following identity holds:
Yy ! > 2 y N2
[*(zpy’ - yplz’)} = yy) = — )+ (p—p)y" +m (y’ - 72’) :

2 2 2
(31.10)
Proof. Expanding the left side, we have
/

y y oy
;(Z(py’)’ +2'py’ —y(p12") —y'p12’) + (z — ZQZ’> (zpy" — yp12')

2 / ! 2 2
Yy 2 2yy';z | ymiz
A e e
_ N f " 12 r Y 2
= y(py')' — Z(mz) +@-r)y" +p1ly -7 i

Theorem 31.4 (Sturm—Picone’s Theorem). Ifa, g ¢ J
are the consecutive zeros of a nontrivial solution y(x) of (31.1), and if
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p1(2), () are continuous and 0 < py(z) < p(x), @1 () > q(x) in [0 B,
then every nontrivial solution z(x) of the DE

(m(2)2") +qi(x)z = 0 (31.11)
has a zero in [a, G].

Proof. Let z(x) # 0 in [a, 3], then Lemma 31.3 is applicable and from
(31.10) and the DEs (31.1) and (31.11), we find

Y / N 2 2 Y N2
;(zpy —ypi2)| = (@ -y +@—p)y +p1 Yy -

Integrating the above identity and using y(«) = y(8) = 0, we obtain

B 2
Yy
/ [(‘h — ¥+ -y +m (y’ - fz’) ] de = 0,
« z

which is a contradiction unless ¢1(z) = ¢(z), pi(x) = p(x) and ¢y’ —
(y/z)z" = 0. The last identity is the same as d(y/z)/dx = 0, and hence
y(x)/z(x) = constant. However, since y(«) = 0 this constant must be zero,
and so y(z)/z(z) =0, or y(z) = 0. This contradiction implies that z must
have a zero in [«, 3].

Corollary 31.5 (Sturm’s Separation Theorem). If y(z)
and yo(z) are two linearly independent solutions of the DE (31.1) in J, then
their zeros are interlaced, i.e., between two consecutive zeros of one there
is exactly one zero of the other.

Proof. Since y;(z) and ya(x) cannot have common zeros, Theorem 31.4
(p1(x) = p(z), q1(x) = ¢q(z)) implies that the solution yo(x) has at least
one zero between two consecutive zeros of y;(x). Interchanging y; (z) and
y2(x) we see that yo(x) has at most one zero between two consecutive zeros

of y1(x). |

Example 31.5. 1t is easy to see that the functions y;(z) = ¢; cosz +
cosinz and yo(x) = c3cosx + ¢4 sinx are linearly independent solutions of
the DE y"” +y = 0 if and only if ¢1¢4 — cocg # 0. Thus, from Corollary 31.5
it follows that these functions y;(x) and ys(z) have alternating zeros.

In a finite interval J = [o, 8] the DE (31.1) can have at most finite
number of zeros, and this we shall prove in the following result.

Theorem 31.6. The only solution of the DE (31.1) which vanishes
infinitely often in J = [«, 8] is the trivial solution.

Proof. We assume that the solution y(z) of the DE (31.1) has an
infinite number of zeros in J. The set of zeros will then have a limit point
x* € J, and there will exist a sequence {z,} of zeros converging to =* with
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Tm #2*, m=0,1,.... We shall show that y(z*) = y/(2*) = 0, then from
the uniqueness of solutions it will follow that y(z) = 0 in J. For this, the
continuity of the solution y(x) implies that y(z*) = lim;,—co y(m) = 0.
Next from the differentiability of the solution y(x), we have
y(@*) = lim YO V@) g
m— oo Tm — X
The final result in this lecture gives an easier test for the DE (31.1) to
be oscillatory in J = (0, 00).

Theorem 31.7 (Leighton’s Oscillation Theorem). If
[7(1/p(z))dr = oo and [ g(z)dx = oo, then the DE (31.1) is oscilla-
tory in J = (0, c0).

Proof. Let y(z) be a nonoscillatory solution of the DE (31.1) which we
assume to be positive in [xg,00), where 2o > 0. Then from Problem 31.7

the Riccati equation
2

d @)+ —— =0 31.12
(@) + - (31.12)
has a solution z(x) in [xg, 00). This solution obviously satisfies the equation
T ) ¢
z(x) = z(zo) — / q(t)dt — / al )dt. (31.13)
Zo o p(t)

Since [* q(t)dt = oo, we can always find an @1 > z¢ such that

z(mo)—/rq(t)dt <0

0

for all x in [z1,00). Thus, from (31.13) it follows that

(31.14)

for all x in [z1,00). Integrating (31.14) from z; > xg to oo, we obtain

1 1 > 1
Troo) i) /m Ok
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and hence
<1 1
—dt < —— < o0,
x1 p(t) T(xl)
which is a contradiction. Thus, the solution y(z) is oscillatory. |

Example 31.6. Once again we consider the DE (31.9). For all a,
there exists a sufficiently large xo such that 1 + [(1 — 4a?)/42?%] > 1/2 for
all x > x¢, and hence

& 1 — 4a?
/ <1—|— 122 )dac = oo.

Thus, Theorem 31.7 implies that (31.9) is oscillatory for all a.

Problems

31.1. Let the function g;(x) be continuous and ¢; (x) > ¢(z) in J. Show
the following:
(i) If DE (31.2) is oscillatory, then the DE (31.3) is oscillatory.
(ii) If DE (31.3) is nonoscillatory, then the DE (31.2) is nonoscillatory.

31.2. Show that the DE (31.2) is oscillatory if any one of the following
conditions is satisfied:
(i) q(z) > m? > 0 eventually.
(ii) q(x) =14 ¢(x), where ¢(z) — 0 as x — 0.

(i) ¢(z) — o0 as © — 0.

31.3. Let the function ¢(z) be such that 0 < m < ¢(z) < M in [a, 5].
Further, let o < 27 < 29 < -+ < 2, < [ be the zeros of a solution y(x) of
the DE (31.2). Then show the following:

() 7w//m>xip —x; >n/VM, i=1,2,...,n— 1.
(ii) n>(B—a)(ym/m) -1

31.4. Use Problem 31.3 to show that the distance between the succes-
sive zeros of every solution of (31.9) for each a tends to .

31.5. Let the function ¢ (z) be continuous and ¢;(z) > q(z), q1(z) #
q(z) in [o, B]. Further, let y(z) and z(z) be respective solutions of (31.2)
and (31.3) such that y'(a)/y(a) > 2'(a)/z(a), y(a) # 0, z(a) # 0, or
y(a) = z(a) = 0.

(i)  Use Sturm’s comparison theorem to show that z(z) has at least as
many zeros in [«, 5] as y(x).
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(ii) Further, if y(x) and z(z) have the same number of zeros, then show

that y'(3)/y(8) > 2'(5)/2(8) provided y(8) # 0.

31.6. Give an example to show that Sturm’s separation theorem need
not be true for DEs of order higher than two.

31.7. Show that the DE (31.1) has a solution without zeros in an
interval J if and only if the Riccati equation (31.12) has a solution defined
throughout J.

31.8. Show that every solution of the Hermite DE 3" — 2z’ + 2ay =
0 (a > 0) has at most finitely many zeros in the interval J = IR.

31.9. Let p, ¢ € CM(J), q(x) # 0 in J and p(x)q(z) be nonincreasing
(nondecreasing) in J. Then show that the absolute values of the relative
maxima and minima of every solution y(x) of the DE (31.1) are nonde-
creasing (nonincreasing) as x increases.

31.10. Use Problem 31.9 to show that the magnitude of the oscillations
of each solution of the Bessel equation (31.8) is nonincreasing in the interval
(a,00).

Answers or Hints

31.1. (i) Use Theorem 31.1. (ii) Use part (i).
31.2. Use Problem 31.1.
31.3. (i) Compare (31.2) with ¥ +my = 0 and y” + My = 0 and apply

Theorem 31.1. (ii) Note that each of the intervals [a, z1] and [z, 3] is of
length less than 7//m.

31.4. Note that 1 —e < g(z) =1+ % < 1 + € for all sufficiently large
x, say, © > x*. Thus, in view of Problem 31.3(i), if z;, 2,1 (> x*) are two
consecutive zeros of the solution u(z) of (31.9), then

= < xX; — X; < = .

Ve = = V-9
31.5. (i) If the zeros of y(z) are (o <)zy < 2 < -+ < x,(< B3), then by
Theorem 31.1, z(x) has at least (n — 1) zeros in (1, z,). Thus, it suffices
to show that z(x) has a zero in [, 21]. If y(a) = z(«) = 0, then the proof

is complete, otherwise, as in Theorem 31.1 we have

(2(2)y'(2) —y(@)2 @) = [ (0a(2) — a(2))y(2)2(2)d.
Thus, if y(z) > 0, = € [a,z1) and 2(z) > 0, z € [, 21], tl/len z(xll)y’(xl) -
(z()y' (o) — y(a)z'(«)) > 0. But, now y'(x1) < 0 and 1;((5)) > ZZ((S‘)) leads

to a contradiction. (ii) Use part (i).
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31.6. Consider " +y = 0.

31.7. Use py = zy.

31.8. Use z(z) = 6*12/234(3:) to obtain 2" + (1 + 2a — 2?)z = 0.

31.9. For a nontrivial solution y(z) of (31.1) consider the function g =

N
v+ i(py/)Q; then ¢/ = — (%) (pq)’. Now if (pq)’ < 0 then ¢’ > 0.
31.10. The self-adjoint form of (31.8) is (xy') + (g) y = 0. Clearly,

p(z)q(x) = 22 — a? is increasing and positive in (a, co).
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Linear Boundary
Value Problems

So far, we have concentrated only on initial value problems, in which
for a given DE the supplementary conditions on the unknown function and
its derivatives are prescribed at a fixed value xg of the independent variable
x. However, as we have indicated in Lecture 1 there are a variety of other
possible conditions that are important in applications. In many practical
problems the additional requirements are given in the form of boundary
conditions: the unknown function and some of its derivatives are fixed at
more than one value of the independent variable x. The DE together with
the boundary conditions are referred to as a boundary value problem.

Consider the second-order linear DE (6.6) in the interval J = [«, ],
where, as we did earlier, we assume that the functions po(x), p1(z), p2(z)
and r(z) are continuous in J. Together with the DE (6.6) we shall consider
the boundary conditions of the form

byl = aoy(a) + ary' (@) +boy(B) + biy'(B) = A
loly] = coy(a) + 1y’ (@) + doy(B) + dry'(B) = B,

where a;, b;, ¢;, d;; i = 0,1 and A, B are given constants. Throughout,
we shall assume that these are essentially two conditions, i.e., there does
not exist a constant ¢ such that (ag a1 by b1) = c(co ¢1 dp di). Boundary
value problem (6.6), (32.1) is called a nonhomogeneous two point linear
boundary value problem, whereas the homogeneous DE (6.1) together with
the homogeneous boundary conditions

(32.1)

Gyl = 0, Loyl = 0 (32.2)
will be called a homogeneous boundary value problem.

Boundary conditions (32.1) are quite general and, in particular, in-
clude the

(i)  first boundary conditions (Dirichlet conditions)
yla) = A, y(B) = B, (32.3)
(ii) second boundary conditions (mixed conditions)

y(a) = A, y/(ﬂ) = B, (324)

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 233
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y' (@) = A, y(B) = B, (32.5)

(iii) separated boundary conditions (third boundary conditions)

agy(a) + ary'(a) = A

(32.6)
doy(B) + dvy'(B) = B,
where both a3 + a and d3 + d3 are different from zero, and
(iv) periodic boundary conditions
yla) = y(B), y'(a) = ¥'(B). (32.7)

Boundary value problem (6.6), (32.1) is called regular if both « and 3
are finite, and the function po(z) # 0 for all z € J. If & = —oo and/or
B = oo and/or pp(x) = 0 for at least one point z in J, then the problem
(6.6), (32.1) is said to be singular. We shall consider only regular boundary
value problems.

By a solution of the boundary value problem (6.6), (32.1) we mean a
solution of the DE (6.6) satisfying the boundary conditions (32.1).

The existence and uniqueness theory for the boundary value problems
is more difficult than that of initial value problems. In fact, in the case of
boundary value problems a slight change in the boundary conditions can
lead to significant changes in the behavior of the solutions. For example, the
initial value problem y"”4+y = 0, y(0) = ¢1, ¥'(0) = ¢2 has a unique solution
y(z) = ¢1 cosz+co sinx for any set of values ¢, ¢o. However, the boundary
value problem y"” +y = 0, y(0) = 0, y(7) = e(# 0) has no solution; the
problem y” +y =0, y(0) =0, y(8) =¢, 0 < B < m has a unique solution
y(z) = esinz/sin 3, while the problem y”’ +y = 0, y(0) =0, y(r) =0
has an infinite number of solutions y(z) = c¢sinx, where ¢ is an arbitrary
constant. Similarly, since for the DE (14 22)y” — 2xy’ + 2y = 0 the general
solution is y(x) = c; (2% — 1) + cox, there exists a unique solution satisfying
the boundary conditions y'(a) = A, y'(8) = B; an infinite number of
solutions satisfying y(—1) = 0 = y(1); and no solution satisfying y(—1) =
0, y(1) =1.

Obviously, for the homogeneous problem (6.1), (32.2) the trivial so-
lution always exists. However, from the above examples it follows that
besides having the trivial solution, homogeneous boundary value problems
may have nontrivial solutions also. Our first result provides necessary and
sufficient condition so that the problem (6.1), (32.2) has only the trivial
solution.

Theorem 32.1. Let y;(x) and y2(x) be any two linearly independent
solutions of the DE (6.1). Then the homogeneous boundary value problem



Linear Boundary Value Problems 235

(6.1), (32.2) has only the trivial solution if and only if

Gyl lifye]
layn]  Lalyo]

A:

| £ 0. (32.8)

Proof. Any solution of the DE (6.1) can be written as

y(@) = cay(z) + cya(z).
This is a solution of the problem (6.1), (32.2) if and only if

Ulay +c2y2] = clily] +califye] = 0

32.9
Uoleryn + coya] = cilalyr] + calalye] = 0. (329)

However, from Theorem 13.2, system (32.9) has only the trivial solution if
and only if A # 0. |

Clearly, Theorem 32.1 is independent of the choice of the solutions y; ()
and yo(x). Thus, for convenience we can always take y;(x) and ya(x) to be
the solutions of (6.1) satisfying the initial conditions

yi(@) =1, () =0 (32.10)

and
we) = 0, yhla) = 1. (32.11)

Corollary 32.2. The homogeneous boundary value problem (6.1),
(32.2) has an infinite number of nontrivial solutions if and only if A = 0.

Example 32.1. Consider the boundary value problem
zy" —y —4aPy = 0 (32.12)
Gly] = y(1) =0

laly] = y(2) = 0.

For the DE (32.12), y1(x) = cosh(z? — 1) and ya(z) = (1/2)sinh(z? — 1)
are two linearly independent solutions. Further, since for the boundary
conditions (32.13), we have

(32.13)

1 0

A = 0
cosh3 (1/2)sinh3 7

the problem (32.12), (32.13) has only the trivial solution.
Example 32.2. Consider once again the DE (32.12) together with the
boundary conditions

Gly] = y'(1) =0

byl = y'(2) =0 (32.14)
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Since ¥ (z) = 2z sinh(2% — 1) and y4(x) = z cosh(z? — 1), for the boundary
conditions (32.14), we find

0 1
4sinh3 2cosh3

A = # 0.

Thus, the problem (32.12), (32.14) has only the trivial solution.
Example 32.3. Consider the boundary value problem
y' +2y +5y =0 (32.15)
tlyl = y(0) =0

loly] = y(n/2) = 0.

For the DE (32.15), y1(x) = e Fcos2z and y2(z) = e *sin2x are two
linearly independent solutions. Further, since for the boundary conditions
(32.16),

(32.16)

1 0

A =
—e~™/2

the problem (32.15), (32.16) besides having the trivial solution also has
nontrivial solutions. Indeed it has an infinite number of solutions y(z) =
ce” " sin 2z, where c is an arbitrary constant.

Theorem 32.3. The nonhomogeneous boundary value problem (6.6),
(32.1) has a unique solution if and only if the homogeneous boundary value
problem (6.1), (32.2) has only the trivial solution.

Proof. Let y;(z) and y(x) be any two linearly independent solutions of
the DE (6.1) and z(z) be a particular solution of (6.6). Then the general
solution of (6.6) can be written as

y(x) = () + coya(x) + 2(x). (32.17)
This is a solution of the problem (6.6), (32.1) if and only if

Uleiys +coya + 2] = clalyr] + calalye] +l1]2] = A

(32.18)
bolcryr + coya + 2] = cilalyr] + calalye] + La]2] = B.

However, from Theorem 13.2, nonhomogeneous system (32.18) has a unique
solution if and only if A # 0, i.e., if and only if the homogeneous system
(32.9) has only the trivial solution. From Theorem 32.1, A # 0 is equivalent
to the homogeneous boundary value problem (6.1), (32.2) having only the
trivial solution. |

Example 32.4. Consider the boundary value problem
zy’ —y — 4Py = 1+4at (32.19)
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Llyl = y(1) = 0
boly] = y(2) = 1

Since the corresponding homogeneous problem (32.12), (32.13) has only the
trivial solution, Theorem 32.3 implies that the problem (32.19), (32.20) has
a unique solution. Further, to find this solution once again we choose the
linearly independent solutions of (32.12) to be yi(z) = cosh(z? — 1) and
yo(z) = (1/2) sinh(2% — 1), and note that z(x) = —x is a particular solution
of (32.19). Thus, the system (32.18) for the boundary conditions (32.20)
reduces to

(32.20)

C1 — 1 =20
cosh3 ¢; + (1/2)sinh3 ¢; —2 = 1.
This system can be solved easily, and we obtain ¢ = 1 and ¢ =

2(3 — cosh 3)/sinh 3. Now substituting these quantities in (32.17) we find
the solution of (32.19), (32.20) as

(3 — cosh 3)

= cosh(z? -1
y(@) cosh(z )+ sinh 3

sinh(2? — 1) —

Problems

32.1. Solve the following boundary value problems:

Q) y' —y=0 (i) y'+4y +Ty=0
y(0) =0, y(1) = 1. y(0) =0, /(1) = 1.
(i) y' — 6y +25y =0 (iv) 2y + 7xy + 3y =0
y'+y=0 " >
’ _ vi Yy +ty=zx
Oy D o) =0, ym/2) =

y/l + y/ + y =1
(viii) y(0) + 2y/(0) =1
y(1) —y'(1) =8.

32.2. Show that the following boundary value problem has no solution:

y'+y==z, y(0)+y(0)=0, y(r/2) -y (r/2) =m/2.

ity ¥ T Fy=
y(0) =0, y(2)

X

32.3. Solve the following periodic boundary value problems:
y//+2y/+10y:0 y”—l—ﬂ'Zy:O
(i) y(0) =y(r/6) (i)  y(=1) =y(1)
y'(0) =y'(m/6). y'(=1) =v'(1).
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32.4. Show that the boundary value problem y” = r(z), (32.6) has a
unique solution if and only if

A = aodo(ﬂ—a)+a0d1—a1do 75 0.

32.5. Determine the values of the constants 3, A, and B so that the
boundary value problem y” + 2py’ + qy = 0, y(0) = A, y(8) = B with
p? — ¢ < 0 has only one solution.

32.6. Show that the boundary value problem y” + p(x)y = ¢(x), (32.3)
where p(z) < 0 in [a, 8] has a unique solution.

32.7. Let z(x) be the solution of the initial value problem (6.6), z(«) =
A, Z/(a) = 0 and y2(x) be the solution of the initial value problem (6.1),
(32.11). Show that the boundary value problem (6.6), (32.3) has a unique
solution y(z) if and only if y2(3) # 0 and it can be written as

s BEO)
y(x) = 2(z) + ) Ya(7).

32.8. Let y1(x) and ya(x) be the solutions of the initial value problems

(6.1), y1(a) = a1, yi(@) = —ag and (6.1), y2(3) = —di, ¥5(B) = do,
respectively. Show that the boundary value problem (6.6), (32.6) has a
unique solution if and only if W (y,y2)(a) # 0.

32.9. Let y1(z) and ya(z) be the solutions of the boundary value
problems (6.1), (32.1) and (6.6), (32.2), respectively. Show that y(z) =
y1(x) + y2(x) is a solution of the problem (6.6), (32.1).

32.10. For the homogeneous DE
Loly] = (@®+1)y" =22y +2y = 0 (32.21)

x and (22 — 1) are two linearly independent solutions. Use this information
to show that the boundary value problem

Loy = 6(z® +1)% y(0) =1, y(1) = 2 (32.22)

has a unique solution, and find it.

Answers or Hints

32.1. (i) S (i) | ﬁf’éig@%) (iii) Le3” sindz. (iv)

[(16—27V6)g=3+V6 4 (2V6 _16)2=3-V0]. (v)

1
@VF-2-v%)

2} cosz+{5(3sinl1—cos1)+2}sinx]. (vi)2cosz+ (3 - %2) sinz+z%—2.
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P 3.2 _ 18 (1—z)/2 V3
(vii) e [2+ (3€2 — 1) &] + & — 2. (viii) —SCOS§+\/§Sm§e cos 52w
4z — 1.

32.2. Leads to an inconsistent system of equations.

32.3. (i) Trivial solution. (ii) ¢j cosma + cosinmz, where ¢; and ¢y are
arbitrary constants.

32.4. For the DE 3" = 0 two linearly independent solutions are 1, . Now
apply Theorem 32.3.

82.5. f# i, e Acos Va—pz + Be”;;i;;’i;{g?ﬁ sin /g — p?z| .
32.6. Use Theorem 32.3 and Example 31.1.

32.7. The function y(z) = 2z1(z) + cy1(z) is a solution of the DE (6.6).
32.8. Use Theorem 32.3.

32.9. Verify directly.

32.10. Use variation of parameters to find the particular solution z(z) =
2% + 322, The solution of (32.22) is #% + 222 — 2z + 1.
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Green’s Functions

The function H(x,t) defined in (6.10) is a solution of the homogeneous
DE (6.1) and it helps in finding an explicit representation of a particular
solution of the nonhomogeneous DE (6.6) (also see Problem 18.9 for higher-
order DEs). In this lecture, we shall find an analog of this function called
Green’s function G(z,t) for the homogeneous boundary value problem (6.1),
(32.2) and show that the solution of the nonhomogeneous boundary value
problem (6.6), (32.2) can be explicitly expressed in terms of G(z,t). The
solution of the problem (6.6), (32.1) then can be obtained easily as an
application of Problem 32.9. For this, in what follows throughout we shall
assume that the problem (6.1), (32.2) has only the trivial solution. Green’s
function G(z,t) for the boundary value problem (6.1), (32.2) is defined in
the square [, 8] X [, 8] and possesses the following fundamental properties:

(i)  G(=,t) is continuous in [a, 8] X [, B].

(ii) OG(z,t)/dz is continuous in each of the triangles @ <z <t < and
a <t <z < f; moreover

oG oG
— (T t) — —(t7,t) =
where
%(t+,t) = lim 9G(@,t) and %(t_,t) = lim LG(SUJ).
Oz Tt Ox Ox Tt Oox
x>t r <t

(iii) For every t € [a, ], z(z) = G(z,t) is a solution of the DE (6.1) in
each of the intervals [, t) and (¢, 5]

(iv) For every t € [a, 0], z(z) = G(x,t) satisfies the boundary conditions
(32.2).

These properties completely characterize Green’s function G(z,t). To
show this, let y1(x) and ya2(z) be two linearly independent solutions of
the DE (6.1). From the property (iii) there exist four functions, say,
A1(t), Aa(t), pa(t), and pa(t) such that

)N (t) +y2(x)Xa(t), a<ax<t

Gla.t) = y1(2) A1 (1) + ya(2) A2 (t) (33.1)
yi(@)pa(t) + y2(x)pe(t), t<xz<p

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 240

doi: 10.1007/978-0-387-71276-5_33, © Springer Science + Business Media, LLC 2008
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Now using properties (i) and (ii), we obtain the following two equations:

Y1 (M) +y2(D)A2(t) = yr(O)pa(t) + yo(H)pa(t) (33.2)
L
po(t)

Let v4(t) = p1(t) — A1(t) and va(t) = pa(t) — A2(t), so that (33.2) and (33.3)
can be written as

v (e (t) + yo(t)pa(t) — i (HOAL(E) — 1o (H)A(t) = (33.3)

y1(t)vi(t) +y2(t)e(t) = 0 (33.4)
/ / _ 1
Y (Ovi(t) +ya(t)va(t) = ek (33.5)

Since y;(z) and ya(z) are linearly independent the Wronskian W (y1, y2)(t)
# 0 for all t € [, B]. Thus, the relations (33.4), (33.5) uniquely determine
v1(t) and vo(t).

Now using the relations 1 (t) = A1 (¢) + v1(t) and pa(t) = Aa(t) + v2(t),
Green’s function can be written as

Gla,t) = Y1 (2)AL() + y2(@)Xa(t), o<z <t
| y1(@)A(t) +y2(2)A2(t) + yr(2)va(t) + ya(z)ra(t), t <o < B.

(33.6)
Finally, using the property (iv), we find
Gy A () + afye]ra () = —bo(yr(B)va(t) + y2(B)ra(t))
—b1 (Y1 (B)va(t) + ya(B)va(t)) (33.7)
Oo[ya] A1 () + Lafye]Xa(t) = —do(y1(B)va(t) + y2(B)ra(t)) '
—d1(y1 (B)r1(t) + y2(B)va(t)).

Since the problem (6.1), (32.2) has only the trivial solution, from Theorem
32.1 it follows that the system (33.7) uniquely determines Ay (t) and Aa(?).

From the above construction it is clear that no other function exists
which has properties (i)—(iv), i.e., Green’s function G(z, t) of the boundary
value problem (6.1), (32.2) is unique.

As claimed earlier, we shall now show that the unique solution y(z) of
the problem (6.6), (32.2) can be represented in terms of G(z,t) as follows:

B z B
y(z) = / Gl r(t)dt = / Gla, O)r(t)dt + / Gla, )r(t)dt. (33.9)

Since G(z,t) is differentiable with respect to x in each of the intervals, we
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find
r x B T
V(@) = Gz, 2)r(z) + / aG{;x’t)r(t)dt—G(x,x)r(x) + / aGa(m’t)r(t)dt
z z & x

:/a 8G{§x t)r(t)dt—k/z Lng’t)r(t)dt

[P oG(x,t)

7/04 o r(t)dt.

(33.9)

Next since 0G(z,t)/0x is a continuous function of (z,t) in the triangles
a<t<z<fand a <z <t<fg, for any point (s,s) on the diagonal of
the square, i.e., t = x it is necessary that

oG oG

- = —_— +
o (s,87) o (sT,s) (33.10)
and oG oG
R + = — (s~
o (s,8") o (s7,9). (33.11)

Now differentiating the relation (33.9), we obtain

T, T 92G(x
y'(x) = %r(m)—i—/ %r(t)dt

0G(z,2™T) B 02G (1)
—Tr(ﬂv)—l-/m Wr(t)dt,

which in view of (33.10) and (33.11) is the same as

0G(zT,z) O0G(z~,x) 802G (x,t)
1 _ ) - ) )
y'(z) = . o r(x)—i—/a o r(t)dt.
Using property (ii) this relation gives
" _r(x) /ﬁ 0?G(z,1)
y'(z) = o (@) + : 92 r(t)dt. (33.12)

Thus, from (33.8), (33.9), and (33.12), and the property (iii), we get
po(2)y"(z) + p1(2)y'(z) + p2(2)y(z)

B 2 (x x
= r(x)+/ [po(x)aG(’t)—i—pl(x)aG( 3 + pa(z)G(x, t) | r(t)dt

0x2 Oz

= r(z),

i.e., y(x) as given in (33.8) is a solution of the DE (6.6).
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Finally, since
16 16

y(a) = / Gla.tyr(t)dt,  y(B) = / G(B, t)r(t)dt
5 9C(a 8

@ = [ a e = [

it is easy to see that

B B
Ol = / GG O]r()dt = 0 and Loy] = / (G (@, ]r(H)dt = 0

and hence y(z) as given in (33.8) satisfies the boundary conditions (32.2)
as well.

We summarize these results in the following theorem.

Theorem 33.1. Let the homogeneous problem (6.1), (32.2) have only
the trivial solution. Then the following hold:

(i)  there exists a unique Green’s function G(z,t) for the problem (6.1),
(32.2),

(ii) the unique solution y(z) of the nonhomogeneous problem (6.6), (32.2)

can be represented by (33.8).

Example 33.1. We shall construct Green’s function of the problem
Y =0 (33.13)

aoy(a) +ary'(a) = 0
doy(B) + dry'(B) = 0.

For the DE (33.13) two linearly independent solutions are y; (z) = 1 and
ya2(x) = x. Thus, the problem (33.13), (33.14) has only the trivial solution if
and only if A = aodo (5 —a)+aods —ardy # 0 (see Problem 32.4). Further,
equalities (33.4) and (33.5) reduce to

(33.14)

vi(t) +tra(t) = 0 and wa(t) = 1.
Thus, v1(t) = —t and v,(t) = 1.
Next for (33.13), (33.14) the system (33.7) reduces to

apA1(t) + (apar + a1)Xa2(t) = 0
doM(t) + (doB + di)A2(t) = —do(—t+ ) —du,

which easily determines A1 (¢) and Ao(t) as

1 1
)\1(15) = K(aoa-i-al)(doﬁ—dot-i-dl) and )\Q(t) = K(lo(dot—doﬁ—dl).
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Substituting these functions in (33.6), we get the required Green’s func-
tion

1{(doﬁ—d0t+d1)(a0a—aox—i—al), a<z<t (33.15)

G(z,t) = —
(0= 3 (doff — dox + di)(apex — aot + a1), t<az<p,
which is symmetric, i.e., G(z,t) = G(t,x).

Example 33.2. Consider the periodic boundary value problem

y' +ky =0, k>0 (33.16)
0) = y)
JO) = Y@, w0 (33.17)

For the DE (33.16) two linearly independent solutions are y; () = cos kz
and yo(x) = sinkz. Hence, in view of Theorem 32.1 the problem (33.16),
(33.17) has only the trivial solution if and only if

A = 4/csin2%w £ 0, ie, we <0, 2;)

Further, equalities (33.4) and (33.5) reduce to

coskt v1(t) + sinkt vo(t) =0
—ksinkt v1(t) + kcoskt vo(t) = 1.

These relations easily give
1 . 1
nit) = — 7 sin kt and () = 7 cos kt.
Next for (33.16), (33.17) the system (33.7) reduces to
1
(1 — coskw)A(t) — sinkw Aao(t) = % sink(w —t)

sinkw A1(t) + (1 — coskw)Aa(t) = %cos k(w—1t),

which determines A (¢) and A\a(t) as

1 w 1 . w
Al(t) = mcosk(t—g) and )\Q(t) = mslnk(t—i)

Substituting these functions in (33.6), we get Green’s function of the
boundary value problem (33.16), (33.17) as

1 cosk:(x—H—%), 0<z<t
G(x,t) = (33.18)

—_—
2k sin gw cosk(t—x-l-%), t<z<w
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which as expected is symmetric.

Example 33.3. We shall construct Green’s function for the boundary
value problem (6.1), (33.14) where the DE (6.1) is assumed to be self-
adjoint.

Let y1(z) and y2(x) be as in Problem 32.8. Since the homogeneous
problem (6.1), (33.14) has only the trivial solution, from the same problem
it follows that y; (z) and y2(x) are linearly independent solutions of the DE
(6.1). Thus, in view of (6.11) the general solution of (6.6) can be written as

y(x) = C1y1(x)+czy2(x)+/; [yl(;?éi)(;i(yfzy(;))zl)(x”T(t)dt. (33.19)

However, since (6.1) is self-adjoint, from (30.23) we have po(2)W (y1, y2)(z)
= C, a nonzero constant. Hence, (33.19) is the same as

1 x
y(z) = ayi() + (@) + 5 / [y1(1)ya () — y2(t)y1 ()] (t)dt. (33.20)
This solution also satisfies the boundary conditions (33.14) if and only if

ap(crar +caya()) +ar(cr(—ao) +cays(a)) = (aoyz(a) +arys(a))cz = 0,
(33.21)

1 [P
do <C1y1 (B) + ca(—d1) + 5/ [ (t)(=d1) — yQ(t)yl(ﬁ)}T(t)dt>
1 [P
dy <y () +cad+ 5 [ ln(t)do y2<t>y1<ﬂ>1r<t>dt)
1 [P
= (doun(5) + i (B)er — 5 [ valt)idomn (9) + duaf (9)()c

= (doy1(B) + dryi(B))

B
c1 —%/ yg(t)r(t)dt] = 0.

(33.22)
But from our assumptions agyz () + a1y4(a) as well as doy1 (8) + d1yi(8)
is different from zero. Hence, equations (33.21) and (33.22) immediately
determine
1

B
cg =0 and ¢ = 6/ ya2(t)r(t)dt.

Substituting these constants in (33.20), we find the solution of the prob-
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lem (6.6), (33.14)

Ql+

y@) = = / v (O (@)r(t)dt + = / o1 (B)2() — o)y (2)]r(D)dt

B
- / Gla, )r(t)dt

Hence, the required Green’s function is

1w,
Gl = {yl(t)y2($)7

<+ Q0
A A
8 g
IN A

C

which is also symmetric.

Problems

33.1. Show that

—costsinz, 0<z<t
Glz,t) = { —sintcosz, t<xz<T/2

is the Green function of the problem y” +y = 0, y(0) = y(7/2) = 0. Hence,
solve the boundary value problem

y'+y = 1+z, y(0) = y(n/2) =1
33.2. Show that

G(z,t) =

1 sinh(t — 1)sinhz, 0<z <t
sinh1 | sinh¢sinh(z —1), t<a2 <1

is the Green function of the problem y” —y = 0, y(0) = y(1) = 0. Hence,
solve the boundary value problem

y'—y = 2sinz, y(0) =0, y(1) = 2.

33.3. Construct Green’s function for each of the boundary value prob-
lems given in Problem 32.1 parts (vi) and (vii) and then find their solutions.

33.4. Verify that Green’s function of the problem (32.21), y(0) =
0, y(1)=01is

t(x? —1)
ey UStsw
Gla.t) = ;(nt(t;ﬂ)l)

ik <
@+12 U=
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Hence, solve the boundary value problem (32.22).
33.5. Show that the solution of the boundary value problem
1" ]‘ /!
y' =~y =), y0) =0 yd) =0

can be written as

1
y(z) = A<ﬂ%ﬂﬂﬂﬁ,

where
(1 — )22
— 5 , <1t
G(x,t) =
(@9) t(1 — a?)
— 3 , x>t

33.7. Consider the DE

v = flz,y,y) (33.23)

together with the boundary conditions (32.3). Show that y(x) is a solution
of this problem if and only if

B, @)
o) = G T )

where G(z,t) is the Green function of the problem 3" = 0, y(a) = y(8) =0
and is given by

_ 1 B-t)a—z), a<z<t
Clat) = (5@){ B-z)(a—t), t<z<p (83.25)

Also establish the following;:
(i) G(z,t) <0in [a, B x [a, B].

. 1
(i) |Gt < 5(5—a).

B
(i) [ 1G(.tldt = 5(3 - a)la ) <

B
B+ / Gla,t)f(ty(t), v/ (D)dr,  (33.24)

(B —a)*.

0| =
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T(t—a) (B—a)? Sinﬂ(x—a)

/ | sin ﬂ—a)dt_ - o)
8Gxt (@—a)P+ (-2 _1 W
/a “ 2w-a) 2

33.8. Consider the boundary value problem (33.23), (32.4). Show that
y(z) is a solution of this problem if and only if

B
ylx) = A+ (x—oz)BJr/ Gz, t) f(t,y(t),y (t))dt, (33.26)

e

where G(z,t) is the Green function of the problem y” = 0, y(a) =¢'(8) =0
and is given by

G(z,t) = { ot t<s<h (33.27)

Also establish the following:

(i) G(z,t) <0in [o, 0] X o, O]
(ii) |Gz, )| < (B— a)

(iii) /|th\dt (x—a)(2ﬂ a—1z) <

33.9. Consider the DE

DN | =
—~

I

Q
=

[\v]

‘dt=(ﬁ—x)§(ﬁ—a)-

y' —ky = f(z,9,9), k>0 (33.28)

together with the boundary conditions (32.3). Show that y(x) is a solution
of this problem if and only if

_ sinhVk(B—1z) , sinhvk(z —a) A ,
) = S A B [ G0 v,y ()

where G(z,t) is the Green function of the problem y” — ky = 0, y(a) =
y(8) =0 and is given by

G(z,t) =

-1 {sinhx/ﬁ(m—a)sinh\/g(ﬂ—t), a<z<t
VEsinh vVE(8 — a) | sinh VE(t — a)sinh VE(B — z), t <z < 8.

(33.29)
Also establish the following;:
(i) G(z,t) <0in [a, f] X [a, 5]
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cosh vk (% — :c)

A 1
(ii)/ |G(z,t)|dt = = [1-—
a k cosh\/E(BfTo‘)
P FE
Tk coshﬁ(ﬂ%o‘)

Answers or Hints

33.1. 1+x— g sin z.

33.2. (24sin1)

Snh 1 sinhx — sinx.

33.3. The associated Green’s functions are as follows:

. —costsine, 0<x<t
For Problem 32.1(vi), G(gc,t):{ Csintcosz, t<x< /2

For Problem 32.1(vii), G(z,t) = { _gg : ?;((Ztt))’, ?;5;;
33.4. Verify directly. z* + 222 — 22 + 1.

33.5. Verify directly.

33.6. Verify directly.

33.7. Verify (33.24) directly. For part (ii) note that |G(z,t)| < (6—z)(x —
a)/(B = a).

33.8. Verify directly.

33.9. Verify directly.
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Degenerate Linear
Boundary Value Problems

From Corollary 32.2 we know that if A = 0, then the homogeneous
boundary value problem (6.1), (32.2) has an infinite number of solutions.
However, the following examples suggest that the situation is entirely dif-
ferent for the nonhomogeneous problem (6.6), (32.1).

Example 34.1. Consider the nonhomogeneous DE
y' + 2y +5y = de” " (34.1)

together with the boundary conditions (32.16). As in Example 32.3 we
take y1(z) = e7% cos 2z and yo(x) = e ¥ sin 2z as two linearly independent
solutions of the homogeneous DE (32.15). It is easy to verify that z(z) =
e~ is a solution of (34.1). Thus, the general solution of (34.1) can be

written as

y(xr) = cre % cos2x + cpe” "sin 2z + e ",

This solution satisfies the boundary conditions (32.16) if and only if

01+1 =0

34.2
—cpe" 2 4 e m/2 = ( )

which is impossible. Hence, the problem (34.1), (32.16) has no solution.
Example 34.2. Consider the nonhomogeneous DE

y' + 2y +5y = 4e " cos2x (34.3)
together with the boundary conditions (32.16). For the DE (34.3), z(z) =
xe~ 7 sin 2x is a particular solution, and hence as in Example 34.1 its general
solution is

y(x) = c1e”7 cos2x + coe” ¥ sin 2z 4+ xe” ¥ sin 2z.

This solution satisfies the boundary conditions (32.16) if and only if

=0 (34.4)
—c1e” ™2 = 0, .
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i.e., ¢g = 0. Thus, the problem (34.3), (32.16) has an infinite number of
solutions
y(z) = ce Tsin2x 4+ ze” ¥ sin 2z,

where c is an arbitrary constant.

In systems (34.2) and (34.4) the unknowns are ¢; and ¢y and the coef-

ficient matrix is
1 0
—e /2 o |’

whose rank is 1. Thus, from Theorem 13.3 the conclusions in the above
examples are not surprising. As a matter of fact using this theorem we
can provide necessary and sufficient conditions for the existence of at least
one solution of the nonhomogeneous problem (6.6), (32.1). For this, it is
convenient to write this problem in system form as

u = A(z)u+ b(x)

Lou(a) + Liu(B) = ¢, (34.5)
where
0 1 0
A@) = | ple) p@) |, b@) = | r@) |,
po(z) po(x) Po()
Lolao ai 7 Lllbo bll’ andélA],
c € do dy B

Theorem 34.1. Let ¥(z) be a fundamental matrix solution of the
homogeneous system u' = A(x)u, and let the rank of the matrix P =
LoV (a)+ L1Y(B) be 2—m (1 < m < 2). Then the boundary value problem
(34.5) has a solution if and only if

g
QEfQLpI/(ﬂ)/ U (H)b(t)dt = 0, (34.6)

[e3%

where @ is a m x 2 matrix whose row vectors are linearly independent
vectors ¢*, 1 < ¢ < m satisfying ¢°P = 0.

Further, if (34.6) holds, then any solution of (34.5) can be given by
m ' 8
u(@) = 3 ki (z) + U(2)SL+ / Glo,Ob()dt,  (347)
i=1 a

where k;, 1 < i < m are arbitrary constants, u'(z), 1 < i < m are
m linearly independent solutions of the homogeneous system v’ = A(x)u
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satisfying the homogeneous boundary conditions Lou(a) + Liu(8) =0, S
is a 2 x 2 matrix independent of b(z) and ¢ such that PSv = v for any
column vector v satisfying Qu = 0, and G(z, t) is the piecewise continuous
matrix called the generalized Green’s matriz

Clat) { —U(2)SLIY (BT (), a<z<t (34.8)

U(z)[I — SLY(B))¥—1(t), t<z<p.

Proof. From (18.14) any solution of the above nonhomogeneous system
can be written as

T

u(z) = \I/(x)c—i—\ll(x)/ T (t)b(t)dt, (34.9)

(o7
where c¢ is an arbitrary constant vector.
Thus, the problem (34.5) has a solution if and only if the system

I}
(LoW(a) + Ly¥(B))e + Lyw() / T (b(t)dt = ¢,

[e3
ie.,

B
Pe = (- Lyw(p) / UL ()b ()t (34.10)

has a solution. However, since the rank of the matrix P is 2 — m, from
Theorem 13.3 the system (34.10) has a solution if and only if (34.6) holds.
This proves the first conclusion of the theorem.

When (34.6) holds, by Theorem 13.3 the constant vector ¢ satisfying
(34.10) can be given by

c = ikici—l—s

=1

(= L) /ﬁ

[e3%

\P‘l(t)b(t)dt] , (34.11)

where k;, 1 <1 < m are arbitrary constants, ¢, 1 <i < m are m linearly
independent column vectors satisfying Pc* = 0, and S is a 2 x 2 matrix
independent of

(- L19(p) /ﬁ T (4)b(t)dt

[e3

such that PSv = v for any column vector v satisfying Qv = 0.

Substituting (34.11) into (34.9), we obtain a solution of the problem
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(34.5) as

u(z) = iki\ll(:c)ciJr\Il(x)Sé—\Il(:r)SLl\I!(ﬂ) /B T (t)b(t)dt

i=1 a

+0(z) /m UL ()b(t)dt

_ ikiui(x) +\I/(x)S€+/ U(2)[I — SLyW(B)] U~ (t)b(t)dt
i=1

[}

—/B U(x)SL1W(B)T 1 (¢)b(t)dt
m ’ ) B8

= > k() + B (@)SE+ / Gla, )b(t)dt,
i=1 o

where u’(z) = W(z)c" are evidently linearly independent solutions of the
homogeneous system « = A(z)u, and moreover since Pc' = 0 it follows
that

Lou'(a) + Liu'(B) = LoV(a)c + LY (B)c!
= (Lo¥(a)+ L1¥Y(B))c = P = 0. [ |

Example 34.3. Consider the boundary value problem

ity = i) (34.12)
y(0) —y(2m) = 0
y(0)—y'(27) = —m, (34.13)

which in the system form is the same as (34.5) with

0 1 0
Aw) = [_1 0], ba) = lm)]’

10 1 0 0
LO = s L1 = s and ¢ = .
0 1 0 -1 -

For this problem we choose

U(x) =

cosr sinz ]

—sinx cosx

o= o]

so that
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whose rank is 0, i.e., m = 2. Let the matrix

o= o]

whose row vectors ¢! and ¢? are linearly independent and satisfy ¢'P =
¢?>P = 0. Thus, the condition (34.6) reduces to

10 0 10 -1 0 10
0 1 - 0 1 0 -1 0 1
2™ | cost —sint 0
X / ] dt = 0,
0 sint  cost r(t)
which is the same as

2m
/ sint r(t)dt = 0
0 (34.14)

27
7T—/ cost r(t)dt = 0.
0
Further,
cosx

ul(z) = l—sinx] and w(z) = l(szj;g;]

are linearly independent solutions of v’ = A(x)u, and satisfy the boundary
conditions Lou(0) + Lyu(27) = 0. Also, we note that Qv = 0 implies that
v=[0 0]7, and hence we can choose the matrix

00
0 0|’

Thus, if the conditions (34.14) are satisfied, then any solution of the above
problem can be written as

u(z) = kll ot ]m [ s ] + O%G(at,t)b(t)du

—sinz cos T

where the generalized Green’s matrix G(z,t) is
0, 0<az<t

G(z,t) = [ cos(x —t) sin(z —1t) ]

—sin(z —t) cos(z —t)
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Hence, any solution of (34.12), (34.13) is given by

y(x) = kicosx + kosinx + / sin(x — t)r(t)dt. (34.15)
0

In particular, for the function r(x) = cosx, conditions (34.14) are sat-
isfied, and (34.15) reduces to

1
y(x) = kicosx + kosinx + 2% sin z.

Example 34.4. Consider the boundary value problem

y' o= r(x) (34.16)

(34.17)

which in system form is the same as (34.5) with

0 1 0
Aw) = [0 0], ba) = lm)]’

10 0 0 0
LO = y L1 = y and (¢ = .
1 -1 0

0 0
For this problem we take

so that
1 0
P =

whose rank is 1; i.e., m = 1. Let the matrix Q@ = ¢* = (1 — 1) which
satisfies the condition ¢! P = 0. Thus, the condition (34.6) reduces to

N U 1 1] 1 = N
-4 -0 01/001 r(t) o

1 -1
1
/ ¢ r(t)dt = 0. (34.18)
0

which is the same as



256 Lecture 34

Further, u!(z) = [z 1]7 is a solution of v/ = A(x)u, and satisfies the
boundary conditions Lou(0) + Liu(1) = 0. Also, we note that Qu = 0
implies that we can take v = [I 1]7 and then

it

satisfies the condition PSv = v. Thus, if the condition (34.18) is satisfied
then any solution of the above problem can be written as

1
x
u(z) = k [ ) +/ G(z,t)b(t)dt,
0
where the generalized Green’s matrix is
0, 0<x<t
G(z,t) = 1 z—t
, t<z<l1
0 1

Hence, any solution of (34.16), (34.17) is given by

y(z) = kix+ /Ol(x —t)r(t)dt. (34.19)

In particular, for the function r(z) = 2—3z the condition (34.18) is satisfied,
and (34.19) simplifies to

1
y(x) = kix+2* — 53:3.

Problems

34.1. Find necessary and sufficient conditions so that the following
boundary value problems have a solution:

(i) y' +y=r(2) (i) y' =r(x)
y(0) = y(m) = 0. y(0)=y(1)=0
y' +y=r(z) y" =r(z)
(iii)  y(0) = y(2m) (iv) y(=1)=y(1)
y'(0) = ' (2m). y'(=1) =y'(1).
(v) Yy +y=r( (vi) y" =r(z)
y(0) =1, y(r) = 1/2. y(0)=1, y(1)=2.
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34.2. Solve the following boundary value problems:

. y' +y=cosz . y” = cosmx
W o) =y =o. W Yoy =y =0
" . Y =3
iy Y /4y = sine/2 @) U=yl + 010 -

34.3. Let the DE (6.1) be self-adjoint and yo(z) be a nontrivial solution
of the homogeneous problem (6.1), (33.14). Show that the nonhomogeneous
boundary value problem (6.6), (33.14) has a solution if and only if

B
/ yo(z)r(x)dx = 0.

Answers or Hints

2m

34.1. (i) [, r(z)sinzdr = 0. (ii fo x)dx = 0 (111) Jyr(z)sinade =
f r(z)coszdr = 0. (iv) fil r(z)de = 0. (v) [; r(z)sinzde = 3.

(vi fo r(z)dr = 1.

34.2. (i) kysina + izsina. (i) k1 — & cosmz. (iii) kq cos 2 — z cos 1z

(1V) kl + %LL’S.

34.3. Let yo(x), yi(x) be linearly independent solutions of (6.1). Now
write the general solution of (6.6) in the form (33.20).



Lecture 35

Maximum Principles

Maximum principles which are known for ordinary as well as partial dif-
ferential inequalities play a key role in proving existence—uniqueness results
and in the construction of solutions of DEs. In this lecture, we shall dis-
cuss the known maximum principle for a function satisfying a second-order
differential inequality and extend it to a general form which is extremely
useful in studying second-order initial and boundary value problems.

Theorem 35.1. Ify € CP|a, 3], v (z) > 0in (a, §), and y(z) attains
its maximum at an interior point of [a, (], then y(x) is identically constant

in [a, 8].

Proof.  First, suppose that y”(x) > 0 in (a,f); if y(z) attains its
maximum at an interior point, say, z¢ of [a, ], then y'(z¢) = 0 and
y"(z9) < 0, which is a contradiction to our assumption that y”(x) > 0.
Thus, if y”’(z) > 0 in («, ), then the function y(z) cannot attain its
maximum at an interior point of [a, 8]. Now suppose that y”(x) > 0 in
(o, B) and that y(x) attains its maximum at an interior point of [, (],
say, 1. If y(z1) = M, then y(z) < M in [a, 8]. Suppose that there ex-
ists a point o € (a, ) such that y(axs) < M. If 9 > x1, then we set
z(x) = exp(y(z — z1)) — 1, where + is a positive constant. For this function
z(x), it is immediate that

z(z) < 0, zé€la,z1), z(x1) =0, z(x) >0, =z€(x1,0] (35.1)

Z'(z) = Yrexp(y(x —x1)) > 0, =€ a,p]

Now we define w(x) = y(x) + ez(x), where 0 < € < (M — y(x2))/z(x3).
Since y(z2) < M and z > 0, such an e always exists. From (35.1), it
follows that w(z) < y(z) < M, z € (o, x1), w(z2) = y(xe) + €2(x2) < M,
and w(zq) = M.

Since w”(x) = y"(x) + €z’ (x) > 0 in (o, x2), the function w(x) can-
not attain a maximum in the interior of [a, x2]. However, since w(a) <
M, w(zy) < M and w(z1) = M where z1 € (a,z3), w(xz) must attain a
maximum greater than or equal to M at an interior point of («, z3), which is
a contradiction. Therefore, there does not exist a point x5 € («, 8), 2 > 21
such that y(x2) < M.

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 258
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If o < x1, we can set z(z) = exp(—vy(z —x1)) — 1, where « is a positive
constant and again by similar arguments we can show that such an x,
cannot exist. Therefore, y(x) = M in [a, 5]. |

The above result holds if we reverse the inequality and replace “maxi-
mum” by “minimum.”

We shall now consider a more general inequality y” +p(z)y’ +q(z)y > 0.
However, for this inequality the following examples show that no matter
whether ¢(x) is negative or positive the preceding result need not hold.
Hence, we can at most expect a restricted form of maximum principle.

Example 35.1. The function y(z) = sinz is a solution of y" +y = 0.
However, in the interval [0, 7], y(x) attains its maximum at z = 7/2 which
is an interior point.

Example 35.2. For y” —y =0, y(r) = —e® — e~ % is a solution which
attains its maximum value —2 at z = 0 in the interval [—1,1].

Theorem 35.2. Let y(z) satisfy the differential inequality

y' (@) + p(@)y () + q(@)y(z) = 0, z€(a,p) (35.2)

in which p(z) and ¢(x) (< 0) are bounded in every closed subinterval of
(o, B). If y(x) assumes a nonnegative maximum value M at an interior
point of [a, 8], then y(z) = M.

Proof. Ifthe inequality in (35.2) is strict and y(z) assumes a nonnegative
maximum M at an interior point zg of [a, 8], then y(xo) = M, y'(z9) =0
and y”(z9) < 0. Since p(z) and ¢(x) are bounded in a closed subinterval
containing z and ¢(x) < 0, we have

Y (z0) + p(xo)y (o) + q(xo)y(xo) < 0,

contrary to our assumption of strict inequality in (35.2). Hence, if the
inequality (35.2) is strict, y(z) cannot attain its nonnegative maximum at
an interior point of [a, G].

Now if (35.2) holds and y(xz1) = M for some z; € («,3), we suppose
that there exists a point zs € (o, ) such that y(xs) < M. If 5 > x4, then
once again we set z(z) = exp(y(x —x1)) — 1, where « is a positive constant
yet to be determined. This function z(z) satisfies (35.1), and since ¢(z) <0
it follows that

2"+ p(x)z' +q(z)2
= [V +p(@)y + q(x)(1 — exp(—y(z — x1)))] exp(y(z — 21))
> [+ p(x)y + q(z)] exp(y(z — 21)).



260 Lecture 35

We choose 7 such that v2+p(z)y+¢(x) > 0in (a, 8). This is always possible
since p(x) and ¢(z) are bounded in every closed subinterval of (a, §). With
such a choice of v, we see that

2" +p(x)z +q(x)z > 0.

The rest of the proof is word for word the same as that of Theorem
35.1, except for the function w instead of w”(x) > 0 we now have w”(z) +
p(z)w'(z) + g(z)w(z) > 0.

If ¢(z) is not identically zero in (a, 3), then the only nonnegative con-
stant M for which y(z) = M satisfies (35.2) is M = 0. For this, we
have y(x) = M > 0, ¢y'(z) = y"(x) = 0, z € (a,F) and therefore
y' () + p(@)y' (x) + q(x)y(z) = q(x)M = 0, but ¢(z) < 0, and hence it
is necessary that M = 0. |

Next we shall prove the following corollaries.

Corollary 35.3. Suppose that y(z) is a nonconstant solution of the
differential inequality (35.2) having one-sided derivatives at a and 3, and
p(z) and ¢(z) (< 0) are bounded in every closed subinterval of (o, 8). If y(x)
has a nonnegative maximum at « and if the function p(x) + (z — a)q(z)
is bounded from below at «, then y'(e) < 0. If y(x) has a nonnegative
maximum at 8 and if p(x) — (8 — x)q(x) is bounded from above at [, then

y'(B) > 0.

Proof. Suppose that y(z) has a nonnegative maximum at «, say, y(a) =
M > 0, then y(z) < M, = € [a, 5], and since y(x) is nonconstant, there
exists a g € (a, B) such that y(zro) < M.

We define z(x) = exp(y(z — a)) — 1, where ~ is a positive constant yet
to be determined. Then since g(z) < 0 and 1 —exp(—y(z — a)) < v(z — )
for x > « it follows that

2" +p(x)2 + q(z)z
= [+ p(x)y +q(@)(1 — exp(—y(z — a)))] exp(y(z — @)
> [y +7(p(x) + q(z)(x — )] exp(y(z — @)).

We choose 7 such that v2 +~(p(z) +¢(z)(x —)) > 0 for = € [, xo]. This is
always possible since p(z) and ¢(x) are bounded in every closed subinterval
and p(z)+(x—a)q(x) is bounded from below at . Then 2" +p(x)2'+q(x)z >
0.

Now we define w(z) = y(z) + ez(z), where 0 < € < (M — y(z0))/z(x0)-
Then w(a) = y(a) = M which implies that w(z) has a maximum greater
than or equal to M in [o,x0]. However, since w” + p(z)w’ + q(z)w > 0,
the nonnegative maximum must occur at one of the endpoints of [«, o).
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Finally, w(zo) = y(xo) + ez(x9) < M implies that the maximum occurs at
«. Therefore, the one-sided derivative of w(z) at o cannot be positive, i.e.,
w' () <0, and w' (o) = y' () + €2/ () < 0. However, since z'(a) =y > 0,
we must have y'(a) < 0.

If the nonnegative maximum M of y(x) occurs at G, then by similar
arguments we can show that y'(5) > 0. |

Corollary 35.4. Suppose that y(z) is a solution of the differential
inequality (35.2), which is continuous in [«, 8] and y(a) < 0, y(8) < 0, and
p(z) and ¢(z) (< 0) are bounded in every closed subinterval of («, 3). Then
y(xz) < 0in («, B) unless y(x) =0 in [, 5].

Proof. If y(z) has a negative maximum, then y(x) < 0 in [a, 3]. Oth-
erwise, by Theorem 35.2, the nonnegative maximum of y(z) must occur at
the endpoints. However, since y(a) < 0, y(8) < 0 we must have y(z) < 0
in (o, B) unless y(z) =0 in [«, 5]. |

The following two examples illustrate how maximum principles can be
applied to obtain lower and upper bounds for the solutions of DEs which
cannot be solved explicitly.

Example 35.3. Consider the boundary value problem

y' —a*y =0, ze(af)

yla) = v, y(B) = 7 (35:3)
for which a unique solution y(x) always exists.
Suppose there exists a function z(x) such that
2 =22 <0, z(a) > v, 2(8) > 7. (35.4)

For such a function z(x), we define w(z) = y(x) — z(z). Clearly, w(x)
satisfies
w’ —r*w >0, wl@) <0, wlB) <0 (35.5)

and hence Corollary 35.4 is applicable, and we find that w(z) < 0 in [«, 5],
pe., y(z) < 2(2) in |a, 3]

Now we shall construct such a function z(z) as follows: we set zq(x) =
A{2 —exp(—y(z — a))} where A and y are constants yet to be determined.
Since

A —atny = A{(—r? + 22 exp(—y(z — ) — 222},

we choose A = max{vy1,72,0}, and v = max{|«a|,|3|} + 1, so that A >
0, v>0, —9%>+2%2<0, x € [a,p]. Thus, with this choice of A and 7, it
follows that 2{ — 2221 <0, 21(a) = A > 71, 21(8) > A > 7. Hence, z;(z)
satisfies (35.4) and we have y(z) < z1(z), z € [, 3]
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Similarly, to obtain a lower bound for y(x), we let z2(z) = B{2 —
exp(—7y(z — «))} where v is chosen as before and B = min{~v;, 72,0}. Then
B < 0, and z () satisfies 2§ — 2229 > 0, z2(a) = B < 71, 2(8) <
B < v9. Hence, z2(x) satisfies (35.4) with the inequalities reversed, and
the function w(z) = z2(x) — y(z) satisfies (35.5). Therefore, it follows that

zo(x) < y(z), z € [, F].
In conclusion, we have
Bo(z) < y(x) < Ag(x),
where A = max{vy1,72,0}, B = min{7y1,7v2,0}, ¢(z) =2 —exp(—y(z — )
and v = max{|a/, |6} + 1.

Example 35.4. Once again we consider the DE y” — 2%y = 0 in the
interval (0, 1), but with initial conditions y(0) =1, 3/(0) = 0.

To obtain an upper bound for y(x), it suffices to find a function z (z)
satisfying

2 —a?z >0, x€(0,1), 2(0) > 1, 2z(0) > 0. (35.6)
For this, we define v (z) = 2z1(z) — y(z), and note that
v —2%v; > 0, x€(0,1), v (0) >0, v (0) > 0.

Since v1(0) > 0, the function v;(z) has a nonnegative maximum in every
subinterval [0,xo] of [0,1]. Thus, from Theorem 35.2 it follows that this
maximum must occur either at 0 or xg. Since v{(0) > 0, from Corollary
35.3, the maximum must occur at xg unless vy (z) is constant in [0, x1].
Hence, for z¢ € (0,1), v1(zo) > v1(0) > 0, and by Corollary 35.3 we find
that vi(xg) > 0. Therefore, it follows that for each xz € (0,1), vi(x) =
z1(z) —y(x) > v1(0) > 0, and hence y(x) < z1(x).

To construct such a function z;(z), we set 21 (x) = cyz? + 1, where ¢; is
a constant yet to be determined. Since

2 — 2?2 = 20 — 2% (c1x? +1) = ¢(2—2t) —2?

we need to choose ¢; such that ¢; > 2%/(2 — 2), = € [0, 1]. Since 22/(2 —
z%) < 1 for all z € [0,1], we can let ¢; = 1. Then 21(z) = 2% + 1 and it
satisfies (35.6). Therefore, it follows that y(z) < 22 +1, x € [0, 1].

Similarly, to obtain a lower bound we need to find a function zs(x)
satisfying

2y — 1%z <0, x€(0,1), z(0) < 1, 2(0) < 0. (35.7)

To construct such a function z(z), once again we set zz(z) = coz? +1,
where co is a constant yet to be determined. Since

2 — 1229 = cp(2 — at) — 22
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we need to choose ¢y such that ca < 22/(2 — %), = € [0, 1]. Therefore, we
can choose co = 0, to obtain z3(z) = 1 which satisfies (35.7). Hence, it
follows that 1 < y(z), = € [0, 1].

In conclusion, we have

1 < ylx) < 1+2%, x€][0,1].

Finally, we remark that in Examples 35.3 and 35.4 above we can use
polynomials, rational functions, exponentials, etc., for the construction of
the functions z; (z) and zo(x).

Problems

35.1. The function y = sinz, = € (0,7) attains its positive maximum
at © = 7/2, and is a solution of the DE

y" + (tanz)y’ = 0.
Does this contradict Theorem 35.27
35.2. Consider the DE
y' +ae®? = —22 xe(0,1),

where a and (3 are positive constants. Show that its solution cannot attain
a minimum in (0, 1).
35.3. Consider the DE
/)

y' —acos(y) = Bz, xe(-1,1),

where a and 3 are positive constants. Show that its solution cannot attain
a maximum in (—1,1).

35.4. Consider the boundary value problem
'+ 2%y = —2t 1€(0,1)
y(0) = 0 = y(1).

Show that its solution cannot attain a minimum in (0,1). Further, show
that ¢'(0) > 0, ¥'(1) <O.

35.5. Show that the boundary value problem

y' +p@)y +qlx)y = r(z), z€(xpf)
ylo) = A, y(B3) = B
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where p(x) and ¢(x) are as in Theorem 35.2, has at most one solution.
35.6. Show that the solution y(x) of the boundary value problem
y'—zy =0, z€(0,1), y0) =0, y1) =1
satisfies the inequalities (z + 22)/2 < y(z) <z, z € [0,1].

35.7. Show that the solution y(z) of the initial value problem
" 1 /o _ — ! —
vy —y =0, 2e(01), y0) =1, y(0) =0

satisfies the inequalities 1+ 22/4 < y(z) <1+ 22/3, z € [0,1].

Answers or Hints

35.1. No.

35.2. Use contradiction.
35.3. Use contradiction.
35.4. Use contradiction.
35.5. Use Corollary 35.4.
35.6. See Example 35.3.
35.7. See Example 35.4.



Lecture 36

Sturm—Liouville Problems

In our previous lectures we have seen that homogeneous boundary value
problem (6.1), (32.2) may have nontrivial solutions. If the coefficients of
the DE and/or of the boundary conditions depend upon a parameter, then
one of the pioneer problems of mathematical physics is to determine the
value(s) of the parameter for which such nontrivial solutions exist. These
special values of the parameter are called eigenvalues and the corresponding
nontrivial solutions are called eigenfunctions. The boundary value problem
which consists of the self-adjoint DE

(p(2)y") + q(x)y + M (x)y = Pely] + Ar(z)y = 0 (36.1)

and the boundary conditions (33.14) is called the Sturm—Liouville problem.
In the DE (36.1), A is a parameter, and the functions ¢, r € C(J), p €
C(J), and p(z) >0, r(z) > 0in J.

The problem (36.1), (33.14) satisfying the above conditions is said to be
a regular Sturm-Liouville problem. Solving such a problem means finding
values of A\ (eigenvalues) and the corresponding nontrivial solutions ¢y ()
(eigenfunctions). The set of all eigenvalues of a regular problem is called
its spectrum.

The computation of eigenvalues and eigenfunctions is illustrated in the
following examples.

Example 36.1. Consider the boundary value problem
v +xy =0 (36.2)

y(0) = y(x) = 0. (36.3)

If A = 0, then the general solution of (36.2) is y(x) = ¢; + co, and this
solution satisfies the boundary conditions (36.3) if and only if ¢; = ¢o =0,
i.e., y(x) = 0 is the only solution of (36.2), (36.3). Hence, A = 0 is not an
eigenvalue of the problem (36.2), (36.3).

If A # 0, it is convenient to replace A by 2, where j is a new parameter
not necessarily real. In this case the general solution of (36.2) is y(x) =
c1e™® 4+ cpe” ™% and this solution satisfies the boundary conditions (36.3)
if and only if

c1+cy = 0
. . (36.4)
1T + coe T = (.
R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 265
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The system (36.4) has a nontrivial solution if and only if
e T _gihT — ), (36.5)
If 4+ = a + ib, where a and b are real, condition (36.5) reduces to

7b7r(

e’ (cos ar — isinar) — e "™ (cos am + isinar)

= (e’™ — e ) cosam —i(e"™ + e7P™)sinar

= 2sinhbr cosam — 2icoshbrsinar = 0,
i.e.,
sinhbrcosar = 0 (36.6)
and
coshbrsinar = 0. (36.7)

Since coshbr > 0 for all values of b, equation (36.7) requires that a = n,
where n is an integer. Further, for this choice of a, cosam # 0, and equation
(36.6) reduces to sinhbr = 0, i.e., b = 0. However, if b = 0, then we
cannot have a = 0, because then p = 0, and we have seen that it is not
an eigenvalue. Hence, 4 = n, where n is a nonzero integer. Thus, the
eigenvalues of (36.2), (36.3) are \,, = u? =n?, n=1,2,.... Further, from
(36.4) since co = —¢; for A, = n? the corresponding nontrivial solutions of
the problem (36.2), (36.3) are

n(x) = (™ —e ") = 2ic; sinna,
or, simply ¢, (z) = sinnz.

Example 36.2. Consider again the DE (36.2), but with the boundary
conditions
y(0)+y'(0) =0, y(1) = 0. (36.8)

If A = 0, then the general solution y(x) = ¢; + caz of (36.2) also satisfies
the boundary conditions (36.8) if and only if ¢; + ¢ = 0, i.e., c2 = —c;.
Hence, A = 0 is an eigenvalue of (36.2), (36.8) and the corresponding eigen-
function is ¢1(z) =1 — x.

If A # 0, then once again we replace A by 1% and note that the general
solution y(z) = c1€"® 4 coe”"™* of (36.2) satisfies the boundary conditions
(36.8) if and only if

(c14c2) +ip(ci —c2) = 0

) . (36.9)
cre 4+ cpe ™ = 0.

The system (36.9) has a nontrivial solution if and only if

(1 +ip)e™™ — (1 —ip)e™ = 0,
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which is equivalent to
tanpy = p. (36.10)

To find the real roots of (36.10) we graph the curves y = pand y = tan u
and observe the values of 1 where these curves intersect.

14 +
12 +

10 +

(SIE]
¥
)

Figure 36.1

From Figure 36.1 it is clear that the equation (36.10) has an infinite
number of positive roots p,, n =1,2,..., which are approaching the odd
multiples of 7/2, i.e., p, >~ (2n+ 1)7/2. Further, since the equation (36.10)
remains unchanged if p is replaced by —u, we find that the only nonzero
real roots of (36.10) are p, ~ +(2n+ )7/2, n=1,2,....

Thus, the problem (36.2), (36.8) also has an infinite number of eigenval-
ues, A\ =0, A1 =~ (2n+1)27%/4, n=1,2,.... Further, from (36.9) since

co = —c1e?™ for these A,, n > 1 the corresponding nontrivial solutions of
the problem (36.2), (36.8) are
y(z) = eV T —crem VATV = 9c eV sin /A, (1 — ).
Hence, the eigenfunctions of (36.2), (36.8) are
pr(x) = 1—=x

pn(z) = sinyA,(1—-x), n=23,....



268 Lecture 36

From Example 36.1 it is clear that the problem (36.2), (36.3) has an
infinite number of real eigenvalues \,,, which can be arranged as a mono-
tonic increasing sequence A\; < Ay < --- such that A\, — oo as n — oo.
Also, corresponding to each eigenvalue A, of (36.2), (36.3) there exists a
one-parameter family of eigenfunctions ¢, (x), which has exactly (n—1) ze-
ros in the open interval (0, 7). Further, these eigenfunctions are orthogonal.
This concept is defined in the following definition.

Definition 36.1. The set of functions {¢,(x) : n =0,1,...} each of
which is piecewise continuous in an infinite or a finite interval [a, (] is said
to be orthogonal in [, 5] with respect to the nonnegative function r(x) if

B
(Dm>On) = / r(2)pm (2)Pp(x)dr = 0 forall m#n

and

B
/T(x)@%(w)dw £ 0 forall n.

The function r(z) is called the weight function. In what follows we shall
assume that the function r(z) has only a finite number of zeros in [a, (]

and the integrals ff r(x)dn(x)dx, n=0,1,... exist.

The orthogonal set {¢,(z) : n=0,1,...} in [o, 8] with respect to the
weight function r(z) is said to be orthonormal if

8
/r(x)gbfl(x)dz =1 forall n.

Thus, orthonormal functions have the same properties as orthogonal func-
tions, but, in addition, they have been normalized, i.e., each function ¢, (x)
of the orthogonal set has been divided by the norm of that function, which

is defined as
8 1/2
lbull = ( / r(x)asi(x)dx) |

/ sin kzx sinfzdr = 0,
0

Now since

for all k # ¢, the set of eigenfunctions {¢,(x) = sinnz, n = 1,2,...} of
(36.2), (36.3) is orthogonal in [0, 7] with the weight function r(x) = 1.

Clearly, the above properties of eigenvalues and eigenfunctions of (36.2),
(36.3) are also valid for the problem (36.2), (36.8). In fact, these properties
hold for the general regular Sturm-Liouville problem (36.1), (33.14). We
shall state these properties as theorems and prove the results.
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Theorem 36.1. The eigenvalues of the regular Sturm-Liouville prob-
lem (36.1), (33.14) are simple, i.e., if X is an eigenvalue of (36.1), (33.14)
and ¢1(z) and ¢y(x) are the corresponding eigenfunctions, then ¢;(x) and
¢=2(x) are linearly dependent.

Proof. Since ¢1(x) and ¢o(x) both are solutions of (36.1), from (30.23)
it follows that p(x)W (1, ¢2)(z) = ¢ (constant). To find the value of ¢, we
note that ¢, and ¢, satisfy the boundary conditions, and hence

apg1(a) +ar¢i(e) = 0

app2(a) + a1¢h(a) = 0,
which implies W(¢1, ¢2)(a) = 0, and hence ¢ is zero. Thus, p(x)W (¢1,
¢2)(x) =0, ie., ¢1(x) and ¢a(z) are linearly dependent. |

Theorem 36.2. Let A\,, n = 1,2,... be the eigenvalues of the reg-
ular Sturm-Liouville problem (36.1), (33.14) and ¢,(x), n = 1,2,... be
the corresponding eigenfunctions. Then the set {¢,(z) : n =1,2,---} is
orthogonal in [«, 3] with respect to the weight function r(z).

Proof. Let Ay and )\, (k # /) be eigenvalues, and ¢ (z) and ¢y(x) be
the corresponding eigenfunctions of (36.1), (33.14). Since ¢y (z) and ¢p(z)
are solutions of (36.1), we have

Pa[pr] + Aer(w)pr(z) = 0

and
Pal¢e] + Aer(z)de(z) = 0.
Thus, from Green’s identity (30.24) it follows that

B8 B
(A — ) / r(@)pp(@)ge(x)dr = / (60Palén] — buPale])de

B

p(@)[6e(@)8}(2) — ¢}(@)on (@)
(36.11)

Next since ¢y (z) and ¢(z) satisfy the boundary conditions (33.14), i.e.,

aodr(a) +a1¢y(a) = 0, door(B) + dig,(8) = 0
agpe() + a1¢y(a) = 0, dope(B) + digy(B) = 0

it is necessary that

o1 (@) Py(@) — Pl (@) ge(a) = dr(B)P,(B) — ¢ (B)de(B) = 0.
Hence, the identity (36.11) reduces to

B
(v — Ap) / r(2) (@) de(2)dz = 0. (36.12)
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However, since Ay # A, it follows that
B
| r@a@eti = o

Corollary 36.3. Let A\; and Ay be two eigenvalues of the regular
Sturm-Liouville problem (36.1), (33.14) and ¢1(z) and ¢2(z) be the cor-
responding eigenfunctions. Then ¢;(x) and ¢o(x) are linearly dependent
only if Ay = As.

Proof. The proof is a direct consequence of equality (36.12). |

Theorem 36.4. For the regular Sturm-Liouville problem (36.1),
(33.14) eigenvalues are real.

Proof. Let A =a+ib be a complex eigenvalue and ¢(x) = p(x) + iv(x)
be the corresponding eigenfunction of (36.1), (33.14). Then we have

(p(z)(p + )" + q(z)(u+ iv) + (a + ib)r(z)(u+iv) = 0

and hence
Palu] + (ap(z) — bv(x))r(x) = 0O
Pa[v] + (bu(x) 4+ av(x))r(x) = 0
aop(@) +ap'(a) = 0, dop(B) +dip'(B) = 0
and

apv(a) + a1’ () = 0, dov(B) +di'(B) = 0.
Thus, as in Theorem 36.2, we find

B
| Pl — uPalpl)da
B8
— [ Hano) - wla)la)r@) + (uta) + av(a) (o) (0)ds
B
= [ 0P+ @)

B
= ple)ow — V)| = 0.

[e3

Hence, it is necessary that b = 0, i.e., A is real. [ |

Since (36.2), (36.8) is a regular Sturm-Liouville problem, from Theorem
36.4 it is immediate that the equation (36.10) has only real roots.
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Sturm—Liouville Problems

(Contd.)

In Lecture 36 we have established several properties of the eigenvalues
and eigenfunctions of the regular Sturm-Liouville problem (36.1), (33.14).
In all these results the existence of eigenvalues is tacitly assumed. We now
state and prove the following important result.

Theorem 37.1. For the regular Sturm-Liouville problem (36.1),
(33.14) there exists an infinite number of eigenvalues A,, n = 1,2,....
These eigenvalues can be arranged as a monotonic increasing sequence
A1 < Ao < --- such that A\, — oo as n — oo. Further, eigenfunction
¢n(x) corresponding to the eigenvalue A, has exactly (n — 1) zeros in the
open interval (a, 3).

Proof. We shall establish this result first for the particular problem
(36.1),

y(a) = y(B) = 0. (37.1)
For this, we observe the following:
(i)  If eigenvalues of (36.1), (37.1) exist, then these are all real numbers
(cf. Theorem 36.4).

(ii) For each fixed X there exists a unique solution y(x, A) of the initial
value problem (36.1),

yla,A) = 0, o' (a,\) = 1. (37.2)

Further, y(x,\) as well as y/(z,\) vary continuously with A (cf. Theo-
rem 16.8).

(iii) There exist constants p, P, ¢, @, r, and R such that for all z €
[a, 0], 0 <p<plx) <P, qg<qz) <Q,and 0 < r < r(z) < R. Thus, for
a fixed A > 0 the solution y(z, A) of (36.1), (37.2) oscillates more rapidly
than the solution yo(z, A) of the problem

(Pyb) +qyo + Aryg = 0

(37.3)
’yo(Oé7 >\) = Oa y{)(% )‘) =1
and less rapidly than the solution y;(x, \) of the problem
D+ +ARy; = 0
(py1) + Qua iy (37.4)
y1(a, ) = 0, yi(o,N) =1
R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 271
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(cf. Theorem 31.4). When X is negative, » and R in (37.3) and (37.4) need
to be interchanged.

The problems (37.3) and (37.4) are with constant coefficients (modified
as indicated when A is negative), and hence can be solved explicitly. If
A > 0 is so large that 0 < (¢+\r)/P = a?, then the solution of the problem
(37.3) is yo(x) = (1/a) sin a(x — ), which vanishes at least once in the open
interval (o, 3) provided a(3—a) >, i.e., (¢+Ar)/P > 7%?/(3—«a)?. Thus,

for each P2
1 T
A e = )
g m*""{o’ : ((ﬁ—aP q>}

the solution of the problem (36.1), (37.2) has at least one zero in (o, 3).
Similarly, if A < 0 is so small that

A
a2 = QM e < min{O, Q} — AL
P T

then the solution of the modified problem (37.4) is y(z) = (1/a) sinh a(z —
«), which does not vanish again at « = (8 or, indeed, anywhere else. Hence,
for each A < A the solution of the problem (36.1), (37.2) has no zero in
the interval (a, §]. Now since the solution y(z, A) of (36.1), (37.2) varies
continuously with A, if y(z, A) has a zero in (a, ), then its position also
varies continuously with A. Thus, if A increases steadily from A! (for which
the solution of (36.1), (37.2) has no zero in (a, 3]) towards A%, then there
will be a specific value of A, say, A;, for which y(x,\) first vanishes at
x = 3. This proves that there exists a smallest eigenvalue \; of the problem
(36.1), (37.1) and y(z, A1) the solution of (36.1), (37.2) is the corresponding
eigenfunction. By allowing A to increase from the value A; one argues that
there is a number Ay > A; for which y(z, A2), the solution of (36.1), (37.2)
has precisely one zero in («, 8) and y(8, A2) = 0. As X continues to increase
there results a sequence of eigenvalues A\; < A2 < --- and a corresponding
sequence of eigenfunctions y(xz, A1), y(z, A2),. ... Further, y(x, A,,) will have
precisely (n — 1) zeros in the open interval («, 8). This completes the proof
of Theorem 37.1 for the problem (36.1), (37.1).

Next for the problem (36.1),
aoy(a) +ary’(e) = 0, y(B) = 0 (37.5)

we note that the above proof holds if the solution y(z, A) of (36.1), (37.2)
is replaced by the solution z(x, \) of the initial value problem (36.1),

2(,\) = a1, Z(a,\) = —ap. (37.6)

Thus, the problem (36.1), (37.5) also has a sequence of eigenvalues A\| <
A, < --- and a corresponding sequence of eigenfunctions z(z, \}), z(z, A}),
-+ - such that z(x, A}) has precisely (n — 1) zeros in the open interval («, 3).

? n
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Finally, we shall consider the problem (36.1), (33.14). For the solu-
tion z(z, A) of (36.1), (37.6), Theorem 16.8 implies that dz(x, \)/OA is the
solution of the initial value problem

Pa | Joto ] + Ar(e) St ) 4 r(@)st ) = 0
2z(oz A) =

oA e
Thus, from Green’s identity (30.24) it follows that

/j (aa/\z(:c N Pal(a, V)] — 2(2, APy [aa)\z(:c A)]) do
- /j r(2)2(x, \)dz

= (p(ac) (aa)\z(w,)\)z’(x, A) — a@)\ "(z,\)z (m,)\)))
PO (0.0

Z'(a, ) = 0.

B

[0

i.e.,

W(;\z(ﬁ,/\),z(ﬂ,/\)) > 0.

Now in the interval (A}, A, ;) we know that z(3,\) # 0, thus for all
A € (N, ;1) the function ¢(X) = 2/(8,X)/2(B, A) is well defined. Further,

since .\ :
sy = -V %A)A) (6, 1))

it follows that ¢'(A) < 0, i.e., in the interval (A, A}, ) the function ¢(\)
monotonically decreases. AlbO since z(3, A,) = (B, A, 11) =0, 2'(B,\},) #
0,and 2'(3, A, ;1) # 0, it is necessary that ¢(\,) = oo, and ¢( n+1) —00,
ie., o(A) monotonically decreases from 400 to —oo. Therefore there exists
a unique A}, € (A7, A7, ;1) such that

JBX) _ do
2(8, A7) S dy
Hence, for the problem (36.1), (33.14) there exists a sequence of eigenvalues
N < Xy < ---such that )] € (A, N, ), and z(z,\), n=1,2,... are the

corresponding eigenfunctions. Obviously, z(x, Al’) has exactly (n— 1) zeros

in (a, B). |

Now we shall give some examples of singular Sturm-Liouville problems
which show that the properties of eigenvalues and eigenfunctions for regular
problems do not always hold.
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Example 37.1. For the singular Sturm-Liouville problem (36.2),
y(0) = 0, Jy(x)] < M < oo forall ze (0,00) (37.7)

each A € (0, 00) is an eigenvalue and sin V/Az is the corresponding eigenfunc-
tion. Thus, in comparison with the regular problems where the spectrum
is always discrete, the singular problems may have continuous spectrum.

Example 37.2. Consider the singular Sturm-Liouville problem (36.2),

y(=m) = y(n), y'(-m) = y'(n). (37.8)

This problem has eigenvalues \; = 0, A\,11 =n?, n=1,2,.... The eigen-
value A\; = 0 is simple and 1 is its corresponding eigenfunction. The eigen-
value \,41 = n?, n > 1 is not simple and two independent eigenfunctions
are sinnz and cosnzx. Thus, in contrast with regular problems where the
eigenvalues are simple, there may be multiple eigenvalues for singular prob-
lems.

Finally, we remark that the properties of the eigenvalues and eigenfunc-
tions of regular Sturm—Liouville problems can be extended under appro-
priate assumptions to singular problems also in which the function p(z) is
zero at « or 3, or both, but remains positive in («, 3). This case includes,
in particular, the following examples.

Example 37.3. Consider the singular Sturm-Liouville problem
(1—a)y" =22y + 2y = (1-2*)y) + Xy = 0 (37.9)
lim1 y(zr) < oo, lim1 y(z) < oo. (37.10)

The eigenvalues of this problem are A\, = n(n — 1), n = 1,2,... and the
corresponding eigenfunctions are the Legendre polynomials P,,—1(z) which
in terms of Rodrigues’ formula are defined by

P,(z) = m%(m — )" n=0,1,.... (37.11)

Example 37.4. Consider the singular Sturm-Liouville problem (37.9),
y'(0) = 0, lim1 y(z) < oo. (37.12)

Tr—
The eigenvalues of this problem are A, = (2n —2)(2n — 1), n = 1,2,...
and the corresponding eigenfunctions are the even Legendre polynomials

Pgn,Q(LL').
Example 37.5. Consider the singular Sturm-Liouville problem (37.9),

y(0) = 0, lirn1 y(zr) < oo. (37.13)
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The eigenvalues of this problem are A\, = (2n—1)(2n), n = 1,2,... and the
corresponding eigenfunctions are the odd Legendre polynomials P, 1(x).

Example 37.6. Consider the singular Sturm-Liouville problem

/
y' —2zy + )y = 0 = (eiﬁy’) +he ™y (37.14)
M < oo, lim M < oo for some positive integer k.
T——00 |_(L‘|k z—oo gk

(37.15)
The eigenvalues of this problem are A\, = 2(n — 1), n = 1,2,... and the
corresponding eigenfunctions are the Hermite polynomials H,_1(x) which
in terms of Rodrigues’ formula are defined by

mn
2 dh o

Hy(z) = (=1)" dxne—% n=01,.... (37.16)

Example 37.7. Consider the singular Sturm-Liouville problem

'+ -2y +dy = 0 = (xe_xy')/ + e My (37.17)
) . oylx) e
hn}) ly(z)| < oo, lim =5+ < oo for some positive integer k.
Tr— T—00 X
(37.18)
The eigenvalues of this problem are A\, = n—1, n = 1,2,... and the

corresponding eigenfunctions are the Laguerre polynomials Ly,_1(x) which
in terms of Rodrigues’ formula are defined by
e’ d"

L,(z) = o daT"(

z"e ). (37.19)

Problems

37.1. Show that the set {1,cosnz, n =1,2,...} is orthogonal on [0, 7]
with r(z) = 1.

37.2. Show that the set {\/gsin nx, n=12.. } is orthonormal on
[0, 7] with r(z) = 1.
, % cosnx, %sinnx, n=12,.. } is
1.

37.3. Show that the set {

orthonormal on [—m, 7] with r(x)

s
3

37.4. Show that the substitution x = cosf transforms the Cheby-
shev DE
(1 -2y —zy +n%y = 0 (37.20)
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into an equation with constant coefficients. Hence, find its linearly inde-
pendent solutions cos(n cos™! x) and sin(n cos~! x). Further, deduce that

. 1 n L (n—m—1)! 9

(i) Th(z) =cos(ncos™ x) = 5 mZ:O(—l)mm(Qm)" mon>1;
1 0, m#n

(ii) [1(1 — ) 7V2T, ()T (2)de = /2, m=n#0

, m=n=0~0.

37.5. Show that for the Legendre polynomials P,(z), n = 0,1,...
defined in (37.11) the following hold:

1 0 if m#n
/ P, (z) Py (x)dz = 2

1 o 1 if m=n.

37.6. Find the eigenvalues and eigenfunctions of the problem (36.2)
with the following boundary conditions:

i) y(0)=0, y(B)=0.

i) y'(0)=0, y(B) =0.

iii) y'(0)=0, y'(8) =0.

iv) y(0) =0, y(8) +'(B) =0.

v)  y(0)—y'(0) =0, y'(3) =0.

vi) y(0) —y'(0) =0, y(B) +y'(B) =0.

37.7. Find the eigenvalues and eigenfunctions of each of the following
Sturm—Liouville problems:

(
(
(
(
(
(

i) ¥ +rx=0, y(0)=y(r/2)=0.

(i) y"+1+Ny=0, y(0)=y(r)=0.

(i) v +2¢ + (1 - XNy =0, y(0)=y(1)=0.

(iv) (2%) + A2y =0, y(1)=y(2)=0.

(v) 2%y +ay + (A — (1/4)) =0, y(r/2)=y(37/2)=0.
(vi) ((@*+1)y) +Ae*+1)" 'y =0, y(0)=y(1) =0.

37.8. Consider the boundary value problem

22y 4y +dy =0, l<z<e
y(l) =0, yle) =0

(i)  Show that (37.21) is equivalent to the Sturm-Liouville problem

(37.21)

A
(ch’)/—l-;y =0, l<z<e

y(1) = 0, yle) =

(37.22)
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(ii) Verify that for (37.22) the eigenvalues are A\, = n?72, n =1,2,...
and the corresponding eigenfunctions are ¢, (z) = sin(nmwInx).

(iii) Show that

[ Som@ontaas = { §) 70

37.9. Verify that for the Sturm—Liouville problem

y =0 l<z<e
X
y(1) =0, ¢ =0

the eigenvalues are A, = n?/4, n = 0,1,... and the corresponding eigen-
functions are ¢, (z) = cos (“2£) . Show that

2w

/P l<Z)m(nc)¢n(35)d:v =0, m#n.
. T

37.10. Consider Mathieu’s DE (see Example 20.1)
Yy + (A +16dcos2x)y = 0, 0<z<m
together with the periodic boundary conditions
y(0) = y(m), ¥'(0) = y'(m).
Show that the eigenfunctions of this problem are orthogonal.

37.11. Consider the DE
zhy" + K%y = 0. (37.23)

(i)  Verify that the general solution of (37.23) is
k k

y(z) = =z <Acos + Bsin > .
x x

(ii) Find the eigenvalues and eigenfunctions of the Sturm-Liouville prob-
lem (37.23), y(a) =y(B) =0, 0 < a < 5.
37.12. Show that the problem
Y — ANy + 4Ny =0, y(0)=0, y(1)+y'(1)=0

has only one eigenvalue, and find the corresponding eigenfunction.
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37.13. Show that for the singular Sturm-Liouville problem (36.1),
(32.7) with p(a) = p(B) eigenfunctions corresponding to different eigen-
values are orthogonal in [«, 5] with respect to the weight function r(x).

37.14. Solve the following singular Sturm—Liouville problems

1) ¥+ =0, 3(0)=0, |y(z)<oo foral =z e (0,00)
(i) v"+M =0, |yx)<oo foral z € (—o0,00).

Answers or Hints

37.1. Verify directly.
37.2. Verify directly.

37.3. Verify directly.
37.4. Equation (37.20) reduces to 3272 + n%y = 0. (i) Use induction and
the identity

cos((n+1) cos™! x)+cos((n—1)cos™t z) = 2 cos(ncos™! x) cos(cos™
e, Thyi(x) =22T,(z) — Th—1(x). (ii) Use z = cos¥.

37.5. From (37.11) it follows that

Lx),

27 nl [1 P(@)Po(2)dz = [T Pn(2) Lo (a® — 1) da
= _ _11 %Pm m)d‘gi;ll (2% — 1)"dz.

9 2
37.6. (i) (2351) 2, Sin(QTQLEl)mc. (ii) (zggl) 72, cos(Zggl)wac

2
(iii) (”T’l) 72, cos (”T’l) mx. (iv) A2, where A = ), is a solution of
tan A3 + A = 0, sin\,z. (v) A2

n’

A, sinA,x + Ay cos Az, (vi) A2

n?

20/(A\2 = 1), sin A,z + A, cos A\, 2.
37.7. (i) 4n? sin2nz. (i) n® — 1, sinnz. (iii) —n?7?, e % sinnra.

(iv) 4n’z%, sin2nr (1-21).  (v) n? ﬁ sinn (v — % (vi) 16n?

where A = )\, is a solution of cot \3 =
where A = )\, is a solution of tan A\ =

sin(4ntan—! ).

37.8. Verify directly.

37.9. Verify directly.

37.10. Follow the proof of Theorem 36.2.

37.11. (i) Verify directly. (ii) ky = %2, zsin [%} .

37.12. —1, xze 2=,
37.13. Use (36.11).

37.14. (i) A > 0, ¢(x) = cosVAz. (ii) A > 0, ¢(z) = c1cosV Az +
Co sin v Az.



Lecture 38

Eigenfunction Expansions

The basis {e!,...,e"} (e is the unit vector) of R™ has an important
characteristic, namely, for every u € IR" there is a unique choice of constants

ag, ..., an for which
n
_ i
u = E aze'.
i=1

Further, from the orthonormality of the vectors e, 1 < i < n we can
determine «;, 1 < i < n as follows:

n n
<u, > = <Zaiei,eﬂ'> = Dai<e, > =a; 1<j<n
i=1 i=1

Thus, the vector u has a unique representation
n
i i
u = E <u,e >e.
i=1

A natural generalization of this result which is widely applicable and
has led to a vast amount of advanced mathematics can be stated as follows:
Let {¢n(z), n=0,1,2,...} be an orthogonal set of functions in the interval
[a, 8] with respect to the weight function r(z). Then an arbitrary function
f(x) can be expressed as an infinite series involving orthogonal functions
dn(z), n=0,1,2,... as

f(l‘) = ch¢n(x) (38.1)
n=0

It is natural to ask the meaning of equality in (38.1), i.e., the type of
convergence, if any, of the infinite series on the right so that we will have
some idea as to how well this represents f(z). We shall also determine the
constant coefficients ¢,,, n =0,1,2,... in (38.1).

Let us first proceed formally without considering the question of con-
vergence. We multiply (38.1) by r(z)¢.,(x) and integrate from a to 3, to
obtain

B B
/ r(2)bm(@) f(2)dz = / S car(@)bn () b (2)da
@ ® n=0

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 279
doi: 10.1007/978-0-387-71276-5_38, © Springer Science + Business Media, LLC 2008
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Now assuming that the operations of integration and summation on the
right of the above equality can be interchanged, we find

B8 ol 163
/’rcw¢mcwfcwdx - }jcn/"r@ﬂ¢m@»@xxym
« n—0 «

8
=m/MWMm=me

Thus, under suitable convergence conditions, the constant coefficients c¢,,,
n=20,1,2,... are given by the formula

B
Cn = / r(x)¢n(x)f(x)dx/|¢n2. (38.2)

However, if the set {¢,(x)} is orthonormal, so that ||¢,|| = 1, then we have
B
Cn = / r(z)pn(z) f(z)d. (38.3)
«

If the series > " cp¢n(x) converges uniformly to f(z) in [a, (], then
the above formal procedure is justified, and then the coefficients ¢, are
given by (38.2).

The coefficients ¢,, obtained in (38.2) are called the Fourier coefficients
of the function f(x) with respect to the orthogonal set {¢,(x)} and the
series Y7 cn¢n(x) with coefficients (38.2) is called the Fourier series of

f(@).
We shall write

f(l‘) ~ ch¢n(x)

which, in general, is just a correspondence, i.e., often f(z) # > 07 ¢ndn(z),
unless otherwise proved.

Example 38.1. In Problem 37.5 we have seen that the set of Legendre
polynomials {¢,(z) = P,(x), n =0,1,...} is orthogonal on [—1, 1] with
r(xz) = 1. Also,

2
2n+1°

1
mwzkﬁmmz

Thus, from (38.2) for a given function f(x) the coefficients in the Fourier—
Legendre series f(x) ~ > " ¢, Py (z) are given by

2n+1

Cn = 5 /1 P, (z)f(z)dz, n>0.
—1




Eigenfunction Expansions 281

Example 38.2. The set of functions
{1, cos?, sin?7 L>0 n> 1}

is orthogonal with respect to the weight function r(z) = 1 in the interval
[—L, L]. For the norms of these functions, we have

L 2 mm:d _ 2L, n=20
[LCOb - dr = { L n>1
L nwx
/ sin? —dx = L, n>1.
) L

The general trigonometric—Fourier series of a given function f(x) is defined
to be

1 > nmwx . NTT
flz) ~ 5a0+; (an c08 —— + by, sin T)’ (38.4)
where .
1
an = —/ f(gc)cos@dac7 n>0
L), L
R (38.5)
b, = E/_Lf(x)sin?dx, n>1.

Now we shall examine the convergence of the Fourier series to the func-
tion f(x). For this, to make the analysis widely applicable we assume that
the functions ¢, (z), n = 0,1,... and f(z) are only piecewise continuous
in [a,(]. Let the sum of first N 4+ 1 terms Zﬁ;o cn®n(z) be denoted by
Sn(z). We consider the difference |Sy(z) — f(x)| for various values of N
and x. If for an arbitrary € > 0 there is an integer N(e) > 0 such that
|Sn(z) — f(z)| < €, then the Fourier series converges (uniformly) to f(z)
for all  in [«, 8]. On the other hand, if N depends on z and € both, then
the Fourier series converges pointwise to f(x). However, for the moment
both of these type of convergence are too demanding, and we will settle for
something less. To this end, we need the following definition.

Definition 38.1. Let each of the functions 1, (x), n > 0 and ¥ (z) be
piecewise continuous in [«, 3]. We say that the sequence {¢,(z)} converges
in the mean to v (x) (with respect to the weight function r(z) in the interval

,3) i
B
Jim [~ v]? =t [ o)) - v@)de = 0. (350)

Thus, the Fourier series converges in the mean to f(x) provided

B
lim r(z)(Sn(z) — f(x))?dz = 0. (38.7)

N—oo /,
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Before we prove the convergence of the Fourier series, let us consider
the possibility of representing f(z) by a series of the form Y~ d,¢n (),
where the coefficients d,, are not necessarily the Fourier coefficients. Let

N
Tn(w;do,dy,...,dy) = Y dndn()
n=0

and let ey be the quantity ||Tx — f||. Then from the orthogonality of the
functions ¢, (z) it is clear that

B N ?
ey = Mw—ﬂF::/TN@<§:¢MA@—f@O dx
o n=0
N 8 N B
— dz | r@)ei(z)de—2) dn [ r(2)on(z)f(z)de
2, >,
B
+ [ 1@ )
N’a N
= >Rl 2" ducalldnl® + II£]1?
n=0 n=0

N N
= Z ||¢n||2(dn - Cn)2 - Z ||¢n||zci + Hf||2
n=0 n=0

(38.8)
Thus, the quantity e is least when d,, = ¢, for n = 0,1, ..., N. Therefore,
we have established the following theorem.

Theorem 38.1. For any given nonnegative integer N, the best ap-
proximation in the mean to a function f(z) by an expression of the form
22;0 dp¢n(x) is obtained when the coefficients d,, are the Fourier coeffi-
cients of f(x).

Now in (38.8) let d,, = ¢, n=0,1,..., N to obtain

N
1Sv = FIIP = 117 = gl (38.9)
n=0
Thus, it follows that
N
T = £ = D llénll?(dn = ca)® + [1Sx — £ (38.10)
n=0

Hence, we find
0 < [[Sv—fIl < [ITn = fII- (38.11)
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If the series > ° (dn¢n(x) converges in the mean to f(z), ie., if
limy oo |Tn — f|| = 0, then from (38.11) it is clear that the Fourier series
converges in the mean to f(z), i.e., imy_ |[|[Sy — f|| = 0. However, then
(38.10) implies that

N
. e
ngnm;wnu (dn — cn)? = 0.

But this is possible only if d,, = ¢,, n =0,1,.... Thus, we have proved the
following result.

Theorem 38.2. 1If a series of the form Y- | d,,¢,, () converges in the
mean to f(z), then the coefficients d,, must be the Fourier coefficients of

f(@).
Now from the equality (38.9) we note that
0 < [[Sn1 = fII < [ISv = £I-

Thus, the sequence {||Sy — f||, N =0,1,...} is nonincreasing and bounded
below by zero, and therefore, it must converge. If it converges to zero, then
the Fourier series of f(z) converges in the mean to f(z). Further, from
(38.9) we have the inequality

N
Do lalPen < If1%
n=0

Since the sequence {Cn, N =0,1,...} where Cy = 227:0 | pn|?c? is
nondecreasing and bounded above by || f||?, it must converge. Therefore,
we have

S loalPen < 1117 (38.12)
n=0

Hence, from (38.9) we see that the Fourier series of f(x) converges in the
mean to f(x) if and only if

A2 = D lignllPch (38.13)
n=0
For the particular case when ¢,(x), n = 0,1,2,... are orthonormal,

(38.12) reduces to Bessel’s inequality

oo

> < AP (38.14)

n=0
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and (38.13) becomes the well-known Parseval’s equality
1717 = > e (38.15)
n=0

We summarize the above considerations in the following theorem.

Theorem 38.3. Let {¢,(z), n = 0,1,...} be an orthonormal set,
and let ¢, be the Fourier coefficients of f(z) given in (38.3). Then the
following hold:

(i)  The series Y >, 2 converges, and therefore

B
lim ¢, = lim r(z)¢n(z) f(x)dx = 0.

n— o0 n—oo o

(ii) The Bessel inequality (38.14) holds.

(iii) The Fourier series of f(z) converges in the mean to f(z) if and only
if Parseval’s equality (38.15) holds.

Now let Cpla, 5] be the space of all piecewise continuous functions in
[ov, 8]. The orthogonal set {¢,(x), n = 0,1,...} is said to be complete in
Cpla, f] if for every function f(x) of Cpla, 8] its Fourier series converges
in the mean to f(x). Clearly, if {¢,(x), n =0,1,...} is orthonormal then
it is complete if and only if Parseval’s equality holds for every function in
Cpla, B]. The following property of an orthogonal set is fundamental.

Theorem 38.4. If an orthogonal set {¢,(x), n=0,1,...} is complete
in Cpla, ], then any function of C)[a, ] that is orthogonal to every ¢, (z)
must be zero except possibly at a finite number of points in [« 3].

Proof. Without loss of generality, let the set {¢,(z), n = 0,1,...}
be orthonormal. If f(x) is orthogonal to every ¢, (x), then from (38.3) all
Fourier coefficients ¢, of f(x) are zero. But, then from the Parseval equality
(38.15) the function f(x) must be zero except possibly at a finite number
of points in [a, 5]. |

The importance of this result lies in the fact that if we delete even one
member from an orthogonal set, then the remaining functions cannot form
a complete set. For example, the set {cosnz, n =1,2,...} is not complete
in [0, 7] with respect to the weight function r(z) = 1.

Unfortunately, there is no single procedure for establishing the com-
pleteness of a given orthogonal set. However, the following results are
known.

Theorem 38.5. The orthogonal set {¢,(z), n=0,1,...} in the inter-
val [, 8] with respect to the weight function r(x) is complete in Cple, 8] if
¢n(x) is a polynomial of degree n.
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As a consequence of this result, it is clear that the Fourier—Legendre
series of a piecewise continuous function f(z) in [—1,1] converges in the
mean to f(x).

Theorem 38.6. The set of all eigenfunctions {¢,(z), n = 1,2,...}
of the regular Sturm-Liouville problem (36.1), (33.14) is complete in the
space Cpla, 0]

Theorem 38.6 can be extended to encompass the periodic eigenvalue
problem (36.1), (32.7). In such a case, if necessary, two linearly independent
mutually orthogonal eigenfunctions corresponding to one eigenvalue are
chosen. Thus, from the problem (36.2), y(—L) = y(L), v'(-L) = y'(L)
(cf. Example 37.2) it is clear that the set {1, cos(nmz/L), sin(nwz/L),
L >0, n > 1} considered in Example 38.2 is complete in Cp,[—L, L], and
therefore the trigonometric—Fourier series of any function f(z) in Cp[—L, L]
converges in the mean to f(x).
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Eigenfunction Expansions

(Contd.)

The analytical discussions of uniform and pointwise convergence of the
Fourier series of the function f(z) to f(x) are too difficult to be included
here. Therefore, we state the following result without its proof.

Theorem 39.1. Let {¢,(z), n = 1,2,...} be the set of all eigen-
functions of the regular Sturm-Liouville problem (36.1), (33.14). Then the
following hold:

(i) The Fourier series of f(x) converges to [f(z+)+ f(x—)]/2 at each point
in the open interval (a, 3) provided f(x) and f’(z) are piecewise continuous
in [a, 4].

(ii) The Fourier series of f(z) converges uniformly and absolutely to f(z) in
[a, B] provided f(z) is continuous having a piecewise continuous derivative
f'(x) in [, 8], and is such that f(a) = 0 if ¢,(a) = 0 and f(8) = 0 if
Example 39.1. To obtain the Fourier series of the function f(z) = 1 in

the interval [0, 7] in terms of the eigenfunctions ¢, (z) = sinnz, n =1,2,...
of the eigenvalue problem (36.2), (36.3) we recall that

||¢n||2 = / sin2n;1:dx = z
0 2
Thus, it follows that
1 4 9 7 9
Cn = 72/ f(l‘) sinnzdr = 7/ sinnxdr = 7(1_(_1)n).
00l Jo i

™

Hence, we have
o0

> ﬁ sin(2n — 1)z (39.1)

n=1

E RN

From Theorem 39.1 it is clear that equality in (39.1) holds at each point of
the open interval (0, 7).

Example 39.2. We shall obtain the Fourier series of the function
f(x) = 2 — 2% 2z € [0,1] in terms of the eigenfunctions ¢;(z) = 1 — z,

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 286
doi: 10.1007/978-0-387-71276-5_39, © Springer Science + Business Media, LLC 2008
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¢dn(x) = siny/ A (1 — ), n = 2,3,... of the eigenvalue problem (36.2),
(36.8). For this, we note that

1
joal? = [ 1=t = 5.
1 1
lénll? = / sin? \/E(lfx)dle/ (17c052\/g(17z))da:
2 Jo

- ;O{x+2\1ﬁsin2\/ﬂ(1—x)] ::1[1— 2rsm2\ﬁ
—%{12\/72s1n\/7008\/7};10052\/x]

= —sin® A\, n>2,

[\

where we have used the fact that tan/\,, = v \,.

Thus, it follows that

and for n > 2,

Cp =

1
SinQQ\/E/o (z — 2?)sin\/ A\, (1 — z)dz

siHQM[( ) Vo . /0(1 2z) %W d]
2 [ lepsVAn)|sin VR
- i |:(12) _m 0 /0 2 _An d‘|
1
J

VA sin® VX,
B -2 {sinm 2 cos VA (1 -x)
Viesin? VA, L Vi VA Vn

= z;’L/Qsm2\/7[\/75111\/7 2—|—2cos\/)\n}

= An COSV A\, — 24+ 2cos /A
fl/2 st\ﬁ { }

2

Hence, we have
1 2
2 - 3
r—x° = Z(l_$)+ Eﬁ 3/27(2_(2‘1 An) COS v/ /\n) S \/E(l x)

(39.2)
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From Theorem 39.1 we find that equality in (39.2) holds uniformly in [0, 1].

The convergence of Fourier-Legendre and trigonometric—Fourier series
cannot be concluded from Theorem 39.1. For these, we have the following
results.

Theorem 39.2. Let f(z) and f/(x) be piecewise continuous in the
interval [—1,1] . Then the Fourier-Legendre series of f(x) converges to
[f(z+)+ f(z—)]/2 at each point in the open interval (—1,1), and at © = —1
the series converges to f(—1+) and at x = 1 it converges to f(1-).

Theorem 39.3. Let f(x) and f'(x) be piecewise continuous in the
interval [—L,L] (L > 0). Then the trigonometric-Fourier series of f(z)
converges to [f(z+) + f(z—)]/2 at each point in the open interval (—L, L)
and at = =L the series converges to [f(—L+) + f(L-)]/2.

Example 20.3. Consider the function

[0, ze€[-m0)
f(””)_{ 1, z€l0,n].

Clearly, f(x) is piecewise continuous in [—7, 7], with a single jump discon-
tinuity at 0. From (38.5), we obtain ag = 1, and for n > 1,

1 ™ 1 7T 2
an = —/ cosnzdr = 0, b, = */ sinnzde = — (1—(=1)").
7 Jo T Jo nm
Thus, we have
1 2 1
- -4z —— sin(2n — 1)zx. 39.3
f@) = 547 X gyl = s (393)

From Theorem 39.3, equality (39.3) holds at each point in the open intervals
(—m,0) and (0, 7), whereas at « = 0 the right-hand side is 1/2, which is the
same as [f(0+) + f(0—)]/2. Also, at = %7 the right-hand side is again
1/2, which is the same as [f(—7+) + f(7—)]/2.

Now we shall consider the nonhomogeneous self-adjoint DE

(p(@)y") + q(x)y + pr(x)y = Polyl +pr(z)y = f(z) (39.4)

together with the homogeneous boundary conditions (33.14). In (39.4) the
functions p(x), ¢(x) and r(z) are assumed to satisfy the same restrictions
as in (36.1), p is a given constant and f(z) is a given function in [a, g].
For the nonhomogeneous boundary value problem (39.4), (33.14) we shall
assume that the solution y(x) can be expanded in terms of eigenfunctions
dn(x), n = 1,2,... of the corresponding homogeneous Sturm-Liouville
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problem (36.1), (33.14), i.e., y(z) = > o7, chdn(z). To compute the coeffi-
cients ¢, in this expansion first we note that the infinite series Y2 | ¢, ¢ ()
does satisfy the boundary conditions (33.14) since each ¢, (z) does so. Next
consider the DE (39.4) that y(z) must satisfy. For this, we have

Pa [Z Cn¢n (x)

Thus, if we can interchange the operations of summation and differentiation,
then

+ pr(z) Z cndn(z) = f(2).

n=1

[M]8

nPaldn(z)] + pr(x) Y endn(z) = fla).

n=1

Since Pz[¢n (x)] = —Anr(2)¢n(x), this relation is the same as
3 _ f@)
;(u— Anendn(@) = T (39.5)

Now we assume that the function f(x)/r(x) satisfies the conditions of The-
orem 39.1, so that it can be written as

1) S 40(),
n=1

r(z)
where from (38.2) the coefficients d,, are given by

= o |, @ =

With this assumption (39.5) takes the form

B
/ bn(2) f(2)dz.  (39.6)

Sk An)en — dulén(z) = 0.
n=1

Since this equation holds for each z in [a, (], it is necessary that
(L—Ap)en—dp, = 0, n=1,2.... (39.7)

Thus, if p is not equal to any eigenvalue of the corresponding homoge-
neous Sturm-Liouville problem (36.1), (33.14), i.e., p # A\p, n=1,2,...,

then p

A =1,2,.... 39.8
Hence, the solution y(x) of the nonhomogeneous problem (39.4), (33.14)
can be written as

y(r) = Z Mﬁn)\nqbn(x). (39.9)

n=1
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Of course, the convergence of (39.9) is yet to be established.

If 4 = A, then for n = m equation (39.7) is of the form 0 - ¢, —
dpy = 0. Thus, if d,, # 0 then it is impossible to solve (39.7) for ¢,
and hence the nonhomogeneous problem (39.4), (33.14) has no solution.
Further, if d,,, = 0 then (39.7) is satisfied for any arbitrary value of ¢,,, and
hence the nonhomogeneous problem (39.4), (33.14) has an infinite number
of solutions. From (39.6), d,,, = 0 if and only if

B
/¢mwmm=a

i.e., f(z) in (39.4) is orthogonal to the eigenfunction ¢,,(z).

This formal discussion for the problem (39.4), (33.14) is summarized in
the following theorem.

Theorem 39.4. Let f(x) be continuous in the interval [, 3]. Then
the nonhomogeneous boundary value problem (39.4), (33.14) has a unique
solution provided p is different from all eigenvalues of the corresponding
homogeneous Sturm-Liouville problem (36.1), (33.14). This solution y(x)
is given by (39.9), and the series converges for each z in [a, f]. If u is equal
to an eigenvalue A, of the corresponding homogeneous Sturm-Liouville
problem (36.1), (33.14), then the nonhomogeneous problem (39.4), (33.14)
has no solution unless f(z) is orthogonal to ¢, (x), i.e., unless

B
/¢mwmm=o

Further, in this case the solution is not unique.
Alternatively, this result can be stated as follows.

Theorem 39.5 (Fredholm’s Alternative). For a given con-
stant p and a continuous function f(z) in [a, 8] the nonhomogeneous prob-
lem (39.4), (33.14) has a unique solution, or else the corresponding homo-
geneous problem (36.1), (33.14) has a nontrivial solution.

Example 39.4. Consider the nonhomogeneous boundary value prob-

lem
2

y'+7%y = x—a
y(0)+¢'(0) = 0 = y(1).

This problem can be solved directly to obtain the unique solution

(39.10)
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From Example 36.2 we know that 72 is not an eigenvalue of the Sturm-—
Liouville problem (36.2), (36.8). Thus, from Theorem 39.4 the nonhomoge-
neous problem (39.10) has a unique solution. To find this solution in terms
of the eigenvalues )\, and eigenfunctions ¢, (z) of (36.2), (36.8) we note
that the function f(z) = z — 22 has been expanded in Example 39.2, and
hence from (39.2) we have

Cdy = 2 (2- (24 A cosVh), 2

/\;’/2 sin? vV An
Thus, from (39.9) we find that the solution y(x) of (39.10) has the expansion

d =

A~ =

1 > 9
ylz) = —@0-2z)+
4 7; (72 = X))/ ? sin® VA, (39.12)
X (2 = (24 Ap) cos v/ Ay)sin /A, (1 — ).

Problems

39.1. For a given function f(x) find the Fourier coefficients that corre-
spond to the set of Chebyshev polynomials T, (z) defined in Problem 37.4.
39.2. Expand a given piecewise continuous function f(z), = € [0, 7]

(i) in a Fourier—cosine series

o0 2 T
flz) ~ %—i-Zancosnx where a, = ;/0 f(t) cosntdt, n>0;

n=1

(ii) in a Fourier—sine series

o0 2 us
~ S h = — i > 1.
f(z) Z by sinnx  where b, - /0 f(t)sinntdt, n >

n=1

39.3. Show that the Fourier-Legendre series of the function f(z) =
cosmz/2 up to Py(x) in the interval [—1,1] is

2 10 18
ZPy(x) — (12 = 7°) Py(x) + — (7" — 1807”4 1680) Py ().
™ ™ ™

39.4. Find the trigonometric-Fourier series of each of the following
functions:

(1) f(x):{; 0_<7T1,<<x7r<.0 (i) flzx)=z—-7m, —wT<z<T.
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(iii) flx)=lz|, —7m<z<m. (iv) flx)=2? —m<z<m.
r, —wm<zx<0

v) fley=¢ 2, =0 (vi) f(z)=2* —m<z<m.
e” O<z<m.

39.5. (i) Let ¢, () = ny/ze "*"/2, € [0,1]. Show that 1, () — 0 as
n — oo for each z in [0, 1]. Further, show that

@ = [ W@ -0 = Fa-e)

and hence e,, — o0 as n — oco. Thus, pointwise convergence does not imply
convergence in the mean.

(ii) Let ¢ (z) = 2™, z € [0,1], and f(x) = 0 in [0, 1]. Show that

1

& = [ o) = f@)de = 5o

and hence 1, (x) converges in the mean to f(z). Further, show that v, (z)
does not converge to f(x) pointwise in [0, 1]. Thus, mean convergence does
not imply pointwise convergence.

39.6. Show that the sequence {z:/(x+n)} converges pointwise on [0, c0)
and uniformly on [0,a], a > 0.

39.7. Let f(z) = { (;’ ig {all,]O) Show that

/_11 (f(:c) -5 ig;)? do < /_11(f(:c) ~ o — 1w — cpa?)2da

for any set of constants ¢y, ¢1 and ca.

39.8. Show that the following cannot be the Fourier series representa-
tion for any piecewise continuous function:

i Oonl/" ). ii OOL x).
(); Pn(z) ();ﬁ%()

39.9. Find Parseval’s equality for the function f(z) = 1, = € [0, ¢] with
respect to the orthonormal set {\/gsin RTE n=1,2,.. } .

c
39.10. Let f(x) and g(z) be piecewise continuous in the interval [a, 0]
and have the same Fourier coefficients with respect to a complete orthonor-
mal set. Show that f(z) = g(x) at each point of [«, 5] where both functions
are continuous.
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39.11. Let f(x) be a twice continuously differentiable, periodic function
with a period 27. Show the following:

(i)  The trigonometric—Fourier coefficients a,, and b,, of f(x) satisfy

M

M
|an| < o) and  |b,| < 5 n=12.,

where M = L ["_|f"(x)|dx.
(ii) The trigonometric—Fourier series of f(x) converges uniformly to f(x)

on [—m, 7).

39.12. Solve the following nonhomogeneous boundary value problems
by means of an eigenfunction expansion:

(i) ' +3y=e" y(0)=0=y(1).
(i) " +2y=—=, y'(0) =0=y(1) +y'(1).

Answers or Hints
39.1. ¢, = % f_ll %\/%(f)dx, where dy = 1/2 and d,, = 1 for n > 1.
39.2. (i) Use Problem 37.1. (ii) Use Problem 37.2.
39.3. Use (37.11) and f(x) = cosmx/2 in Example 38.1.

_ )n+1

39.4. (i) 2+ % (sinz + %Sin?)x + 1)L (i) - + 30 1 sinnx.
(i) T4+ 50°, 25 ((~1)" — Dcosna. (iv) & +43°7, n> cos na.
(v) — (e_ﬂfl + 3) + % > [(H_(_RQ)"H + 1+( 1_);:;167W> cos nT

+ (1+n2 (1 + ( 1)n+1e*7r) + w(fil)nﬂ) sinnx]
(vi) % + 850, (2 — %) (~1)" cosna.
39.5. Verify directly.
39.6. Use definition.

39.7. For the given function Fourier—Legendre coefficients are co = 1/2, ¢1
=3/4, c2 = 0.

39.8. Use Theorem 38.3(i).

0, n even 8¢ 00 1
39.9. ||fH2 = C?z = 86/(TL27T2), n odd. Thus, ¢ = 72 Lun=1 (2n—1)2"
39.10. Let h(z) = f(z) — g(x) and {¢,(z)} be a complete orthonormal
set on the interval [a, 8] with respect to the weight function r(z). Note

that for the function h(z) Fourier coefficients ¢, = 0, n > 0. Now apply
Theorem 38.4.
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39.11. (i) a, = %f:r f(z) cosnzde = — f:r 1" (x) cosnxdz. (i) |%a0

+ 30 (an cosnx + by, sinnx)| < Lao| + Y07, (Jan| + [bal).
. o nﬂ'(1+e(—1)"+1)sinn7r;ﬂ .. oo (2 VAn—1) cos vV,
39.12. (1) 2 Zn:l (1+n272)(3—n272) (11) 2 2”:1 )\nc((;;sn*Q)(lﬁLSCil”alz \/Trj ’

where cot vV A, = VA,




Lecture 40

Nonlinear Boundary
Value Problems

Theorem 32.3 provides necessary and sufficient conditions for the ex-
istence of a unique solution to the linear boundary value problem (6.6),
(32.1). Unfortunately, this result depends on the explicit knowledge of
two linearly independent solutions y; () and ya(z) to the homogeneous DE
(6.1), which may not always be available. The purpose of this and the
following lecture is to provide easily verifiable sets of sufficient conditions
so that the second-order nonlinear DE

y' = f(z,y) (40.1)

together with the boundary conditions (32.3) has at least and/or at most
one solution.

We begin with the following examples which indicate possible difficulties
that may arise in nonlinear problems.

Example 40.1. The boundary value problem
y' = be™, y(0) = y(1) = 0 (40.2)

arises in applications involving the diffusion of heat generated by positive
temperature-dependent sources. For instance, if a = 1, it arises in the
analysis of Joule losses in electrically conducting solids, with b representing
the square of the constant current and e¥ the temperature-dependent resis-
tance, or in frictional heating with b representing the square of the constant
shear stress and e¥ the temperature dependent fluidity.

If ab = 0, the problem (40.2) has a unique solution:
(i) Ifb=0, then y(z) = 0.
(ii) If a =0, then y(x) = (b/2)x(z — 1).
If ab < 0, the problem (40.2) has as many solutions as the number of

roots of the equation ¢ = /2|ab| cosh¢/4, and also for each such ¢;, the
solution is

o= 2o 1o ) men ()}

From the equation ¢ = 1/2|ab| coshc/4, it follows that if

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 295
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; Le 1, (40.2)  has two solutions
cosh £

% m>161 bc 1 = 1, (40.2)  has one solution

“ 4 > 1, (40.2)  has no solution.

If ab > 0, the problem (40.2) has a unique solution

() = 2in(er/ cos (;cl (;c - ;))) ~ 2 In(2ab),

where ¢1/4 € (—m/2,7/2) is the root of the equation

c ab c
4f\/8cos4.

Example 40.2. Consider the nonlinear boundary value problem
y// + |y| =0, y<0) =0, y(ﬁ) = B, (40'3)
where 3 and B are parameters.

It is clear that a solution y(z) of y” 4 |y| = 0 is a solution of 4" —y = 0
if y(x) <0, and of y” +y =0 if y(z) > 0.

Since the function f(z,y) = |y| satisfies the uniform Lipschitz condition
(7.3), for each m the initial value problem y” +|y| = 0, y(0) =0, y'(0) =m
has a unique solution y(x, m). Further, it is easy to obtain

0 for all = €
msinh x for all = €
y(:c,m) = .
msinx for all = €
—msinh(x — ) forall z €
Thus, the boundary value problem (40.3) has a unique solution y(z) if
B < m, and it is given by
0, if B=0
y(z) = B(sinh 8)~!sinhz if B<0
B(sin ) !sinx if B>0.
If 3 > m, and B > 0 then (40.3) has no solution, whereas it has an infinite
number of solutions y(x) = csinz if 8 = m, and B = 0, where ¢ is an
arbitrary constant. If 5 > 7, and B = 0 then y(z) = 0 is the only solution

of (40.3). Finally, if 8 > 7, and B < 0 then (40.3) has two solutions y; (z)
and yo(z) which are given by

yi(z) = B(sinh3) 'sinhz
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and
yalz) = —B(sinh(3 — 7)) sinz, z € [0,7]
B(sinh(3 — 7)) ~tsinh(z — ), x € [r, 3.

The following result provides sufficient conditions on the function f(z,y)
so that the boundary value problem (40.1), (32.3) has at least one solution.

Theorem 40.1. Suppose that the continuous function f(x,y) satisfies
a uniform Lipschitz condition (7.3) in [, 5] xR, and in addition, is bounded
for all values of its arguments, i.e., |f(z,y)| < M. Then the boundary value
problem (40.1), (32.3) has at least one solution.

Proof. From Theorem 15.3, for each m the initial value problem (40.1),
y(a) = A, y'(a) = m has a unique solution y(x,m) in [«, ]. Now since

y'(z,m) = y’(a,m)+/$y”(t,m)dt
= [ gt

> m—/ Mdt = m—M(z - «)

we find that

x

y(z,m) = y(a,m)+/ y'(t, m)dt
> A—|—/I(m—M(t—a))dt

= A+m(x—a)f%(x—a)2.

Thus, in particular

Y(Bm) > At m(f—a)— (5 o) (10.4)

Clearly, for m = m; sufficiently large and positive, (40.4) implies that
y(B,m1) > B. In the same way we obtain

y(Bm) < Atm(3—a)+ 5 (8- a)

and hence, for m = my sufficiently large and negative, y(3, ms) < B. From
Theorem 16.6 we know that y(5, m) is a continuous function of m, so there
is at least one mg such that me < ms < mq and y(8,ms) = B. Thus, the
solution of the initial value problem (40.1), y(a) = A, y/'(a) = mg is also a
solution of the boundary value problem (40.1), (32.3). |
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Example 40.3. Since the function f(z,y) = xsiny satisfies the con-
ditions of Theorem 40.1 in [0, 27] x R, the boundary value problem

y" = xsiny, y(0) = y(2r) = 0 (40.5)
has at least one solution. Indeed y(z) = 0 is a solution of (40.5).

The following result gives sufficient conditions so that the problem
(40.1), (32.3) has at most one solution.

Theorem 40.2. Suppose that the function f(x,y) is continuous, and
nondecreasing in y for all (z,y) € [a, 5] X R. Then the boundary value
problem (40.1), (32.3) has at most one solution.

Proof. Let y;(z) and y2(x) be two solutions of (40.1), (32.3). Then it
follows that

Y (x) —yy (x) = flz,y1(x)) = fz, y2(2)),

which is the same as

(y1(2) —y2(2) (1 (2) =93 (2)) = (y1(@) —y2(2)) (f(2,91(2)) — f(2,32(2))).
(40.6)

Since f(z,y) is nondecreasing in y, the right side of (40.6) is nonnegative.
Thus, we have

163
/ (11(2) — 12(@)) (W () — i (@))dz > 0,

ie.,

BB
(1 (2) = y2(2)) (Wi (2) — ya(2)) */ (1(2) = ya(2))*dz > 0. (40.7)

In (40.7) the first term is zero, and hence it is necessary that
s ! ! 2
| i)~ @)as = o, (40.5)

Equation (40.8) holds if and only if ¢} (z)—y5(x) = 0, i.e., y1(x)—y2(x) =
¢ (constant). However, since y; () — y2() = 0 the constant ¢ = 0. Hence,

yi(x) =ya(e). N

Example 40.4. If ab > 0, then the function be® is nondecreasing in
y, and hence for this case Theorem 40.2 implies that the boundary value
problem (40.2) has at most one solution.

Since the boundary value problem y” = —y, y(0) = y(7) = 0 has an
infinite number of solutions, conclusion of Theorem 40.2 does not remain
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true when f(z,y) is decreasing with respect to y. Thus, in Theorem 40.2
“nondecreasing” cannot be replaced by “decreasing.”

In Theorem 40.1 the condition that f(x,y) is bounded for all values of
its arguments in [a, 5] x IR makes it too restrictive. This condition is not
satisfied in both the Examples 40.1 and 40.2. In fact even a linear function
iny, ie., f(z,y) = p(x)y + q(z) does not meet this requirement. Thus, we
state without proof a result which is very useful in applications.

Theorem 40.3. Suppose that K > 0 is a given number, and the
function f(z,y) is continuous in the set D = {(x,y) : « < < G, |y| < 2K},
and hence there exists a M > 0 such that |f(z,y)| < M for all (x,y) € D.
Further, we assume that

1
g(ﬁ—a)QM < K, and max{|4], |B]} < K. (40.9)

Then the boundary value problem (40.1), (32.3) has at least one solution
y(x) such that |y(x)| < 2K for all z € [a, 5].

Corollary 40.4. Suppose that the function f(z,y) is continuous and
bounded, i.e., |f(z,y)| < M for all (z,y) € [a, 3] X R. Then the boundary
value problem (40.1), (32.3) has at least one solution.

Thus, we see that in Theorem 40.1 the hypothesis that f(z,y) is uniform
Lipschitz, is superfluous. We also note that for the given length of the
interval (3 — «), the inequality (1/8)(8 — a)?M < K in (40.9) restricts the
upper bound M on the function |f(x,y)| in D. Alternatively, for fixed M
it provides an upper bound on the length of the interval, i.e.,

(B—a) < \/%. (40.10)

Because of (40.10) Theorem 40.3 is called a local existence theorem, which
corresponds to the local existence result for the initial value problems. Fur-
ther, Corollary 40.4 is a global existence result.

Example 40.5. For the problem (40.2) the conditions of Theorem 40.3
are satisfied provided (1/8)|be?l*/ < K. Thus, in particular, the problem
y" = e¥, y(0) = y(1) = 0 has at least one solution y(z) if (1/8)e?X < K,
ie., K ~ 1.076646182. Further, |y(z)| < 2.153292364.

Example 40.6. For the problem (40.3) the conditions of Theorem
40.3 hold provided (1/8)3?(2K) < K, i.e., 3 < 2 and |B| < K. Thus, as a
special case the problem y” + |y| = 0, y(0) =0, y(2) = 1 has at least one
solution y(z), satisfying |y(z)| < 2.



Lecture 41

Nonlinear Boundary
Value Problems (Contd.)

Picard’s method of successive approximations for the initial value prob-
lems discussed in Lecture 8 is equally useful for the boundary value problem
(40.1), (32.3). For this, from Problem 33.7 we note that this problem is
equivalent to the integral equation

B
y(z) = K(a:)—&—/ Gz, t)f(t,y(t))dt, (41.1)
where T ) ( )
lzx) = (ﬂfa)A—’— (ﬁ—a)B (41.2)

and the Green’s function G(z,t) is defined in (33.25).

The following result provides sufficient conditions on the function f(z,y)
so that the sequence {y,,(x)} generated by the iterative scheme

Yo(z) = {()

B 41.3
Yma1(z) = L(z)+ / Gz, t)f(t,ym(t))dt, m=0,1,2,... (41.3)

converges to the unique solution of the integral equation (41.1).

Theorem 41.1. Suppose that the function f(x,y) is continuous and
satisfies a uniform Lipschitz condition (7.3) in [a, §] x IR, and in addition

1
0 = gL(ﬁ —a)? < 1. (41.4)
Then the sequence {y,,(x)} generated by the iterative scheme (41.3) con-
verges to the unique solution y(z) of the boundary value problem (40.1),
(32.3). Further, for all z € [a, (] the following error estimate holds:
9m

ly(@) = ym(x)] < mﬂgggﬁlyl(ﬂc)—ye(w)l, m=0,1,2,.... (41.5)

Proof. From (41.3) it is clear that the successive approximations y,, ()
exist as continuous functions in [o, §]. We need to prove that

[Yymy1(2) = ym(z)| < 0™ max [yi(x) —yo()|- (41.6)
asz<f
R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 300
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When m =1, (41.3) gives

IN

B
@) =@ < [ 160 O) - fEwO)d

IN

15
L / G, D)l () — yolb)]dt

IA

8
L ax, n(e) ~ (o) |Gl

IA

L 2

gL(ﬁ - a) afgjgﬁ ly1(x) — yo(z)],

where we have used the Lipschitz condition and Problem 33.7. Thus, (41.6)
holds for m = 1. Now let (41.6) be true for m = k > 1; then from (41.3),
we have

N

B
s (2) — v (@) < / (G, )1 (b v (£)) — F(E wa(8))dt

IN

153
L / G, )l st () — i (8)dt

IN

B
16" max ()~ w(o)] [ G0l

IN

S0 —aP0* max lyi(x) - yo(a)]

< 9k‘+1 _ .
< Jax ly1(x) — yo(z)]

Hence, the inequality (41.6) is true for all m.

Now for n > m inequality (41.6) gives

n—1
9n (@) = gm(@)] <D [yrra(e) — yi(@)]
k=m

IN

n—1
k _ (41.7)
I; 0 ax ly1(z) — yo ()]

0
S 1°9 Jhax ly1(2) — yo(z)].
Since # < 1, an immediate consequence of (41.7) is that the sequence
{ym(x)} is uniformly Cauchy in [a, (], and hence converges uniformly to a
function y(z) in [a, B]. Clearly, this limit function y(z) is continuous. Let-
ting m — oo in (41.3), it follows that y(x) is a solution of (41.1). Also,
letting n — oo in (41.7) results in (41.5).
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To prove the uniqueness of the solution y(x) of (41.1), let z(z) be another
solution of (41.1). Then once again from Problem 33.7 it follows that

IN

8
ly(z) — 2(z)] / |G, DI F(E,y(t) — f(E,2(8))]dt

IN

L/ﬁ G, D)ly(t) — 2(0)|dt (41.8)

1
< SL(B-) max Jy(x) - =)

However, since 6§ < 1 inequality (41.8) implies that max,<,<g|y(z) —
z(z)] = 0, ie., y(z) = z(x) for all z € [a,[]. This completes the proof
of the theorem. |

For a given function the Lipschitz constant L is known, so the condition
(41.4) restricts the length of the interval (8 — «). Similarly, for the given
boundary conditions the length of the interval (8 — «) is known, so the
condition (41.4) restricts the Lipschitz constant L. The problem of finding
the largest interval of existence of the unique solution y(x) of (40.1), (32.3)
is of interest. By modifying the above proof it can be shown that the
inequality (41.4) can indeed be replaced by

1

ﬁL(ﬁ—a)Q < 1. (41.9)

Obviously, from Example 40.2 inequality (41.9) is the best possible in the
sense that < cannot be replaced by <.

Example 41.1. Consider the boundary value problem
y" = siny, y(0) = 0, y(1) = 1. (41.10)

For this problem L =1, § — a = 1 and hence § = 1/8, so from Theorem
41.1, (41.10) has a unique solution. Further, since

yo(z) = =

1
y1(z) x+/ G(z,t)sintdt = z+xsinl —sinz
0

it follows that
ly1(x) —yo(x)] = |xsinl —sinz| < 0.06
and hence from (41.5), we have

1 m
(8) (0.06), m=0,1,2,....

~J| oo

y(@) = ym(2)| <
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Since the function be® satisfies Lipschitz condition (7.3) only in com-
pact subsets of [a, 3] x R, Theorem 41.1 cannot be applied to Exam-
ple 40.1. To accommodate such a situation we need to modify Theorem
40.1. For this, we note that if y(x) is a solution of (40.1), (32.3) then
w(z) = y(x) — £(x) is a solution of the problem

w’' = F(z,w) (41.11)

w(a) = w(B) = 0, (41.12)

where F(z,w) = f(z,w+ £(z)). Clearly, F satisfies the Lipschitz condition
(7.3) with the same Lipschitz constant as that for f. For the boundary value
problem (41.11), (41.12) we state the following result which generalizes
Theorem 41.1.

Theorem 41.2. Suppose that the function F(x,w) is continuous and
satisfies a uniform Lipschitz condition (7.3) in [e, 8] x[—N, N], where N > 0
is a constant. Further, let inequality (41.4) hold and either

1 2
— _ < — X
g8 — ) max |F(z,0)] < N(1-0), (41.13)
or 1
g(ﬂ—a)Q Jmax |F(z,w)] < N. (41.14)
lw] <N

Then the boundary value problem (41.11), (41.12) has a unique solution
w(z) such that |w(x)| < N for all z € [o, 8]. Further, the iterative scheme

wo(z) = 0
5 (41.15)
Wmt1(x) = /G(:c,t)F(t,wm(t))dt, m=0,1,2,...
converges to w(z), and
() ~ ()| < g max @), m=0,1,2 (41.16)
w(z) —wm(@)| £ 75 max |ui(@), m=012.... .

Example 41.2. The function F(z,w) = f(x,y) = —e¥ satisfies Lip-
schitz condition in [, 3] x [~N, N] with the Lipschitz constant L = e'.
Thus, for the problem (40.2) with b = —1, a = 1 conditions of Theorem
41.2 reduce to

1
geN < 1, ie, 0< N <2079 (41.17)
and

1
< N (1 - 8eN> , ie, 0.14615 < N < 2.0154 (41.18)

ool —
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or

1
geN < N, ie., 0.14443 < N < 3.26167. (41.19)

Thus, from (41.17) and (41.19) the problem y” +¢¥ = 0, y(0) = y(1) =
0 has a unique solution y(z) in the region [0, 1] x [-2.0794,2.0794], and
ly(x)| < 0.14443. Further, since from (41.15), wo(z) = yo(z) = 0, wy(z) =
y1(z) = (1/2)z(1 — z), (41.16) reduces to

0’!77,

1 1 om
Za(1 —
1—9‘25“( z)

y(z) —ym(2)] < < 31-9

and hence for N = 0.14443, i.e., 0 ~ 0.14441, the error estimate becomes

ly(z) — ym(x)] < (0.1461)(0.14441)™, m =0,1,2,....

Finally, in this lecture we shall prove the following result.

Theorem 41.3. Suppose that F(z, w) and OF (z, w) /0w are continuous
and 0 < 9F (z,w)/0w < L in [«, 8] x R. Then the boundary value problem
(41.11), (41.12) has a unique solution w(x). Further, for any k such that
k > L the iterative scheme

wo(x) = 0

B
Wmt1(z) = / G(z,t)[—kwn(t) + F(t,wn(t))]dt, m=0,1,2,...

(41.20)
converges to w(z), where the Green’s function G(z,t) is defined in (33.29).

Proof. As in Theorem 41.1, first we shall show that the sequence
{wm (x)} generated by (41.20) is a Cauchy sequence. For this, we have

/ Gxt[ g (1w (t) — 6(1) (1 (1) — w1 (£))

X [Wy () — Wep—1 (2)]dE,

where the mean value theorem has been used and 0 < 0(¢) < 1. Since
0 < 9F(z,w)/0w < L and k > L, we find that 0 < k — 0F /0w < k. Thus,
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from Problem 33.9 it follows that

B
[ s1(2) — (@) < (/ |G<x7t>|kdt) Zom

cosh vk (m—Ta — x)
coshﬂ(ﬁ%‘j‘)

S ,U Z’I’nv

where Z,,, = maxqg<z<g |Wm(T) — Wp—1(x)|, and

1
a b cosh\/E(’ng‘”v

From this it is immediate that

i1 (@) = wn (@) < p" maxfur(x) - wo(z)]

and hence {w,,(z)} is a Cauchy sequence. Thus, in (41.20) we may take
the limit as m — oo to obtain

B
wle) = [ Glatl-ku(t) + F(t.w(t)ld
which is equivalent to the boundary value problem (41.11), (41.12). The

uniqueness of this solution w(x) can be proved as in Theorem 41.1. |

Example 41.3. The linear boundary value problem

y' = pla)y+q(z), yl@) = yB) =0

where p, q € Cla, 3] and p(z) > 0 for all z € [«, 5] has a unique solution.

Problems

41.1. Show that the following boundary value problems have at least
one solution:

(i) ¢y =1+ z2e~ ¥l y(0)=1, y(1)=T7.
(ii) y” =sinzcosy +€*, y(0) =0, y(1) =

41.2. Use Theorem 40.3 to obtain optimum value of 3 > 0 so that the
following boundary value problems have at least one solution:
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(i) ¥ =ycosy+sinz, y(0)=y(B)=0.
(i) " =y?sinz+e *cosz, y(0) =1, y(B) =2.

41.3. Show that the following boundary value problems have at most
one solution:

) v =9+, y0)=0, y(1) =1
(i) y"=y+cosy+a? y(0) =1, y(1)=5.

41.4. Find first two Picard’s iterates for the following boundary value
problems:

i) ¥ +yl=0, y(0)=0, y(1)=1.
(i) y"+e7¥ =0, y(0) =y(1)=0.

Further, give a bound on the error introduced by stopping the computations
at the second iterate.

41.5. State and prove a result analogous to Theorem 41.1 for the bound-
ary value problem (40.1), (32.4).

41.6. Prove the following result: Suppose that the function f(x,y,y’)
is continuous and satisfies a uniform Lipschitz condition

‘f(xayﬂl/) —f(x,z7z’)| < L|y—Z‘ +M‘y/ _Z/|

in [a, 8] x R?, and in addition
1 , 1
Ho= gL(ﬂfoz) +§M(ﬁfa) < 1.
Then the sequence {y,,(z)} generated by the iterative scheme
yo(z) = L(x)

B
Yma1(x) = E(x)—i—/ G(x, ) f(t, ym(t),yh, (£))dt, m =0,1,2,...

where ¢(z) and G(z,t) are, respectively, defined in (41.2) and (33.25), con-
verges to the unique solution y(x) of the boundary value problem (33.23),
(32.3). Further, the following error estimate holds:

um
m“yl —yol, m=0,1,2,...,

ly —yml <
where ||ly|| = L maxo<.<p |y(7)] + M maxa<.<p |y ()]

41.7. State and prove a result analogous to Problem 41.6 for the bound-
ary value problem (33.23), (32.4).



Nonlinear Boundary Value Problems (Contd.) 307

41.8. Solve the following boundary value problems:

) y'=-2yy, y(0) =1, y(1)=1/2.
i)y =—()?/y, y(0) =1, y'(1) = 3/4.
i)y =2y°% y(1) =1, y(2) =1/2

iv) ¥ =—)* y(0)=v2, y(1) =

*41.9. Suppose f(z,y) is continuous and has a continuous first-order
derivative with respect to y for 0 < x < 1, y € IR, and the boundary value
problem y” = f(z,y), y(0) = A, y(1) = B has a solution y(z), 0 <z < 1.
If 0f(x,y)/0y > 0 for x € [0,1] and y € IR, show that there is an € > 0
such that the boundary value problem y” = f(z,y), y(0) = A, y(1) = By
has a solution for 0 <z <1 and |B— B;| <e.

(
(
(
(

Answers or Hints

41.1. (i) Use Corollary 40.4. (ii) Use Corollary 40.4.
41.2. (i) 2. (ii) 4v17/17.
41.3. (i) Use Theorem 40.2. (ii) Use Theorem 40.2.

41.4. (i) yi(z) = §(72 — 2%), yo(z) = 555(4172 — 702 + 32°), error =
V/3/1,512. ( i)y (x) = %(x—aﬂ), yo(z) = (1—x fo texp (—Q(t — tz)) dt+
xfol(l —t)exp (—3(t — %)) dt, error = same as in Example 41.2.

41.5. The statement and the proof remain the same, except now £(z) =
A+ (z—a)B, 0 =3L(3— a)? <1 and the Green’s function G(z,t) is as
n (33.27).

41.6. Use Problem 33.7 and modify the proof of Theorem 41.1.

41.7. The statement and the proof remain the same, except now £(z) =
A+ (z—a)B, p=3L(B— a)>+ M(B— a) < 1 and the Green’s function
G(z,t) is as in (33.27).

41.8. (i) 1/(1 +=). (i) V3z +1. (i) 1/z. (iv) v2z + 2.



Lecture 42
Topics for Further Studies

We begin this lecture with a brief description of a selection of topics re-
lated to ordinary differential equations which have motivated a vast amount
of research work in the last 30 years. It is clear from our previous lectures
that one of the main areas of research in differential equations is the exis-
tence, uniqueness, oscillation, and stability of solutions to nonlinear initial
value problems [2, 3, 10, 12, 18, 21-25, 33, 36-38], and the existence and
uniqueness of solutions to nonlinear boundary value problems [1, 5, 6, 9,
11, 31, 32, 34, 35]. When modeling a physical or biological system one
must first decide what structure best fits the underlying properties of the
system under investigation. In the past a continuous approach was usually
adopted. For example, if one wishes to model a fluid flow, a continuous ap-
proach would be appropriate; and the evolution of the system can then be
described by ordinary or partial differential equations. On the other hand,
if data are only known at distinct times, a discrete approach may be more
appropriate; and the evolution of the system in this case can be described
by difference equations [4-9, 14]. However, the model variables may evolve
in time in a way which involves both discrete and continuous elements. For
example, suppose the life span of a species of insect is one time unit, and at
the end of its life span the insect mates, lays eggs, and then dies. Suppose
the eggs lie dormant for a further one time unit before hatching. The time
scale on which the insect population evolves is therefore best represented
by a set of continuous intervals separated by discrete gaps. As a result,
recently time scale calculus (differentiation and integration) has been in-
troduced. This has led to the study of dynamic equations of so-called time
scales which unifies the theories of differential and difference equations and
to cases in between [15]. Other types of differential equations which have
made a significant impact in mathematics and are being continuously stud-
ied are functional differential equations [8, 13, 19], impulsive differential
equations [27], differential equations in abstract spaces [16, 26], set and
multivalued differential equations [17, 29], and fuzzy differential equations
[28]. Now, instead of going into detail on any one of these topics (which is
outside the scope of this book), we will describe a number of physical prob-
lems which have motivated some of the current research in the presented
literature.

First, we describe an initial value problem. Consider a spherical cloud
of gas and denote its total pressure at a distance r from the center by p(r).
The total pressure is due to the usual gas pressure and a contribution from

R.P. Agarwal and D. O’Regan, 4n Introduction to Ordinary Differential Equations, 308
doi: 10.1007/978-0-387-71276-5_42, © Springer Science + Business Media, LLC 2008
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radiation,

1 RT

p = cal'+ =,

3 v
where a, T, R and v are, respectively, the radiation constant, the absolute
temperature, the gas constant, and the volume. Pressure and density p =
v~! vary with r and p = Kp?”, where v and K are constants. Let m be the
mass within a sphere of radius r and G be the constant of gravitation. The
equilibrium equations for the configuration are

dp Gmp dm

_ _ 2
7 and o = 4nrep.
Elimination of m yields
1 d (redp
—— 47Gp = 0.
r2dr (p dr ) T ante
Now let vy =1+ p~! and set p = X ¢*, so that
p = Kp't = KT gt
Thus, we have
L d (o) .
aliedl bt Kot = 0
r2 dr (r dr> Tk ’
where .
B2 ArGAL—H .
(n+ 1)K
Next let x = kr, to obtain
d2¢ 2d¢ Lot =
da:z zdr

If we let A = pg, the density at » = 0, then we may take ¢ = 1 at x = 0.
By symmetry the other condition is d¢/dz = 0 when z = 0. A solution of
the differential equation satisfying these initial conditions is called a Lane—
Emden function of index p = (y — 1)~}

The differential equation
" 2 /
y' Ty +gly) =0 (42.1)

was first studied by Emden when he examined the thermal behavior of
spherical clouds of gas acting on gravitational equilibrium subject to the
laws of thermodynamics. The usual interest is in the case g(y) = y™, n > 1,
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which was treated by Chandrasekhar in his study of stellar structure. The
natural initial conditions for (42.1) are

y(0) = 1, ¢'(0) = 0. (42.2)

It is easy to check that (42.1), (42.2) can be solved exactly if n = 1 with
the solution

and if n = 5 with the solution
1 —1/2
y(t) = <1 + 3t2> .

It is also of interest to note that the Emden differential equation " —t¢ y* =
0 arises in various astrophysical problems, including the study of the density
of stars. Of course, one is interested only in positive solutions in the above
models.

Next we describe four boundary value problems, namely, (i) a problem in
membrane theory, (ii) a problem in non-Newtonian flow, (iii) a problem in
spherical caps, and (iv) a problem in the theory of colloids. These problems
have motivated the study of singular differential equations with boundary
conditions over finite and infinite intervals, and have led to new areas in
the qualitative theory of differential equations [6, 9, 11, 31, 32].

Our first problem examines the deformation shape of a membrane cap
which is subjected to a uniform vertical pressure P and either a radial
displacement or a radial stress on the boundary. Assuming the cap is
shallow (i.e., nearly flat), the strains are small, the pressure P is small, and
the undeformed shape of the membrane is radially symmetric and described
in cylindrical coordinates by z = C(1 —r7) (0 <r <1 and v > 1) where
the undeformed radius is » = 1 and C' > 0 is the height at the center of
the cap. Then for any radially symmetric deformed state, the scaled radial
stress 5, satisfies the differential equation

A2 gyp? r2
3t 5 s

r2S! +3rS. =

the regularity condition
S.(r) bounded as r — 0T,
and the boundary condition
boSr(1) +01S.(1) = A,

where A\ and [ are positive constants depending on the pressure P, the
thickness of the membrane and Young’s modulus, by > 0, by > 0, and



Topics for Further Studies 311

A > 0. For the stress problem by = 1, b; = 0, whereas for the displacement
problem, bg =1 — v, by =1, where v (0 < v < 0.5) is the Poisson ratio.

For the second problem, recall that the Cauchy stress T in an incom-
pressible homogeneous fluid of third grade has the form

T = —pI-f—MAl +041A2 + CYQA.% +61A3 +ﬂ2 [AlAQ +A2A1] +ﬂg(t7‘A%)A2,
(42.3)

where —pl is the spherical stress due to the constraint of incompressibility,
W, ay, ag, B1, B2, B3 are material moduli, and A1, Ay, Ag are the first
three Rivlin-Ericksen tensors given by

dA;

A = L+LT, A, = W+LTA1+A1L
and A
Az = Wz-l-LTAQ-FAzL;

here L represents the spatial gradient of velocity and d/dt the material
time derivative. Now consider the flow of a third grade fluid, obeying
(42.3), maintained at a cylinder (of radius R) by its angular velocity ().
The steady state equation for this fluid is

d’v  1do o dv
O:,u + —7;2:|+ﬁ( -

v | 1dv dv d 2dv | 20
i " 7 di dr

dr?  Fdr = 72

= <

with the boundary conditions

v =RQ at 7 =R, and v — 0 as T — o0;

here v is the nonzero velocity in polar coordinates and i and § are material
constants. Making the change of variables

our problem is transformed to

- =0

d?v  ldv v dv  v\? 6d2v 2 dv 2w
I (ki > _ 22,2
dr?  rdr r? dr 7 dr? v dr r?
for 1 < r < oo, with the boundary conditions
v=11ir =1, v — 0 as r — o0

here € = Q?3/u. As a result our non-Newtonian fluid problem reduces to a
second-order boundary value problem on the infinite interval.
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Our third problem concerns

2 A2
! -—] =0, 0<t<1
Y +(323/2 8)
y(0) = 0, 2/(1)—(1+v)y(l) =0, 0<v<1l and >0,

which models the large deflection membrane response of a spherical cap.
Here S, = y/t is the radial stress at points on the membrane, d(pS,)/dp
is the circumferential stress (p = t2), X is the load geometry and v is the
Poisson ratio.

For our fourth problem we note that in the theory of colloids it is possible
to relate particle stability with the charge on the colloidal particle. We
model the particle and its attendant electrical double layer using Poisson’s
equation for a flat plate. If ¥ is the potential, p the charge density, D the
dielectric constant, and y the displacement, then we have

e dap
dy? D’

We assume that the ions are point charged and their concentrations in the
double layer satisfies the Boltzmann distribution

N —z;e¥
Ci = C; eXp &T )

where ¢; is the concentration of ions of type i, ¢ = limy_c¢;, ~ the
Boltzmann constant, T the absolute temperature, e the electrical charge,

and z the valency of the ion. In the neutral case, we have

p = cyzyet+c_z_e, or p = ze(cy —c_),

where z = z; — z_. Then using

—zeW zeW
Cy = cexp (KT) and c_ = cexp (HT>,

it follows that

d*v 8meze L zeW
— = sinh | — |,

dy? D kT
where the potential initially takes some positive value ¥(0) = ¥y and tends
to zero as the distance from the plate increases, i.e., ¥(oco) = 0. Using the
transformation

o) = 22 and @ = [Ty,
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the problem becomes

@ = 2sinh ¢, 0<z <00
de? ’ (42.4)

?(0) = ¢, IILH;O o(x) = 0,

where ¢; = zeWy/(kT) > 0. From a physical point of view, we wish the
solution ¢ in (42.4) also to satisfy lim,_ ., ¢'(x) = 0.

Finally, we remark that the references provided include an up-to-date
account on many areas of research on the theory of ordinary differential
equations. An inquisitive reader can easily select a book which piques his
interest and pursue further research in the field.
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symmetric matrix, 92

trace of a matrix, 92

trajectory, 25, 181

transition matrix, 124

transpose of a matrix, 92
trigonometric—Fourier series, 281
trivial solution, 28

undamped simple pendulum, 209
uniformly stable, 171

unstable focus, 189

unstable node, 185

unstable solution, 168

Van der Pol equation, 193

Van Kampen uniqueness theorem,
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variation of parameters, 35

variational equation, 86

vector space, 93

weight function, 268
Wronskian, 35, 118
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